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The emergence of rapid, user-friendly, point-of-care (POC) diagnostic systems is paving the way for 

better disease diagnosis and control.  Lately, there has been a strong emphasis on developing 

molecular-based systems due to their potential for greatly increased sensitivity and specificity.  One of 

the most critical aspects of designing practical diagnostic devices is the ability to perform sample 

preparation at the POC.  Many sensitive systems have been developed, but few have successfully 

translated out of the laboratory and into clinical use, often due to the lack of testing and compatibility 

with realistic samples.  Therefore, diagnostic devices that can process complex samples such as blood, 

urine, or environmental water are rarely available at the POC. 

Urine is simple to collect, making it an ideal sample for untrained users.  A major challenge to 

processing urine for diagnostic tests, however, is the diluted nature of the sample.  For accurate 

diagnosis, large volumes of urine (1–10 mL) are often required.  Processing these volumes often relies 

on sample pre-treatment techniques that necessitate expensive equipment and highly trained 

personnel.  To address these gaps, this dissertation details the development and integration of multiple 

sample preparation modules for large volume sample processing.  The majority of this work will focus on 

urine-based diagnosis of chlamydia and gonorrhea, but these assays and the integrated device can serve 

as a platform for multiple sample types.     

 
 
 
 
 
 
 



www.manaraa.com

Table of Contents 
List of Figures ............................................................................................................................................................... v 

List of Tables ............................................................................................................................................................... vii 

1. Introduction ......................................................................................................................................................... 1 

2. Background .......................................................................................................................................................... 3 

3. Specific Aim 1: POC-compatible pathogen lysis and urine specimen characterization................................... 14 

3.1. Background ................................................................................................................................................ 14 

3.2. Methods ..................................................................................................................................................... 17 

3.3. Results and Discussion ............................................................................................................................... 22 

3.4. Conclusions and Future Work .................................................................................................................... 39 

4. Specific Aim 2: Develop a POC-compatible gDNA fragmentation method ...................................................... 40 

4.1. Background ................................................................................................................................................ 41 

4.2. Methods ..................................................................................................................................................... 51 

4.3. Results and Discussion ............................................................................................................................... 57 

4.4. Conclusions and Future Work .................................................................................................................... 78 

5. Specific Aim 3: Develop a method to purify and concentrate DNA in porous membranes ............................ 79 

5.1. Background ................................................................................................................................................ 79 

5.2. Methods ..................................................................................................................................................... 82 

5.3. Results and Discussion ............................................................................................................................... 87 

5.4. Conclusions and Future Directions .......................................................................................................... 108 

6. Specific Aim 4: Automation of large volume sample processing through controlled fluid movement in 

multi-material porous networks ............................................................................................................................. 110 

6.1. Background .............................................................................................................................................. 110 

6.2. Methods ................................................................................................................................................... 119 

6.3. Results and Discussion ............................................................................................................................. 127 

6.4. Conclusions and Future Work .................................................................................................................. 139 

7. Overall Conclusions and Future Directions ..................................................................................................... 140 

8. Abbreviations and Acronyms .......................................................................................................................... 142 

9. Acknowledgements.......................................................................................................................................... 143 

10. Literature Cited ............................................................................................................................................ 144 

11. Appendices ................................................................................................................................................... 163 

11.1. Appendix 1:  Amplification sequence details ...................................................................................... 163 

11.2. Appendix 2: Urine characterization ..................................................................................................... 164 

11.3. Appendix 3: Amplification interference studies ................................................................................. 165 

11.4. Appendix 4: MPH summary ................................................................................................................. 182 



www.manaraa.com

11.5. Appendix 5: Manuscripts published (or in preparation) during dissertation studies ....................... 184 

 

List of Figures 
Figure 1. A flooded road in Matlab, a rural region of Bangladesh, August 2013. ......................................... 5 

Figure 2. Procurement of HIV diagnostics around the world from 1999-2009 ............................................ 5 

Figure 3. Examples of paper-based devices for POC diagnostics. ................................................................. 7 

Figure 4. Schematic of long chains of DNA moving through porous membranes. ..................................... 11 

Figure 5. Current MAD NAAT device for small volumes (~180 µL). ............................................................ 13 

Figure 6. Classification of bacteria by outer structure.. .............................................................................. 16 

Figure 7. Schematic of experiment to quantify E. coli movement through glass fiber membranes. ......... 19 

Figure 8. Standard curve to determine the salinity of patient urine samples. ........................................... 20 

Figure 9. Effect of pH on ACP activity for bacterial lysis. ............................................................................ 24 

Figure 10. Effect of buffer composition and concentration on MSSA treatment with ACP. ...................... 25 

Figure 11. MSSA lysis with ACP in increasing dilutions of patient urine samples. ...................................... 26 

Figure 12. ACP lysis performance in urine samples grouped by salinity ..................................................... 26 

Figure 13. Effect of buffers on E. coli lysis methods. .................................................................................. 27 

Figure 14. Effect of buffer and pH on bead beating lysis of E. coli. ............................................................ 28 

Figure 15. Comparing the effects of pH, temperature, and time on thermal lysis of E. coli. ..................... 29 

Figure 16. Thermal lysis of E. coli in undiluted human urine samples. ....................................................... 30 

Figure 17. Comparing lysis pH values, times, and urine samples with NG direct from culture.. ................ 31 

Figure 18. Comparing multiple lysis methods for CT+ cells. ....................................................................... 32 

Figure 19. E. coli movement through a glass fiber membrane. .................................................................. 34 

Figure 20. Translating E. coli lysis from tube to membrane ........................................................................ 35 

Figure 21. Comparing amplifiable DNA from in-tube and in-membrane lysis experiments. ...................... 36 

Figure 22. ACP treatment for bacterial lysis. ............................................................................................... 36 

Figure 23. Example of urine variability from discarded human specimens ................................................ 37 

Figure 24. Protein gel of concentrated human urine samples. ................................................................... 37 

Figure 25. Lysis efficiency of N. gonorrhoeae and C. trachomatis with and without pH modulation ........ 39 

Figure 26. Enzymatic DNA fragmentation ................................................................................................... 44 

Figure 27. Fenton reaction with Fe(II)EDTA, H2O2, and ascorbic acid for DNA fragmentation................... 45 

Figure 28. Example of the COMET assay for visualizing DNA fragmentation. ............................................ 48 

Figure 29. Pulsed field gel electrophoresis.................................................................................................. 49 

Figure 30. Experimental schematic to assess fragmentation of DNA and transport paper ....................... 53 

Figure 31. Schematic of DNA fragmentation experiments. ........................................................................ 55 

Figure 32. PFGE to determine range of fragment sizes that flowed through paper................................... 59 

Figure 33. Methods for analyzing thermal gDNA fragmentation and transport through paper ................ 61 

Figure 34. Fragmentation of E. coli gDNA in tube from the Fenton reaction. ............................................ 62 

Figure 35. Adsorption of DNA in porous membranes ........................................................................... 64 

Figure 36. Effect of proteinase K (PK) treatment on samples post lysis and thermal fragmentation ........ 65 

Figure 37. Lysis efficiencies for various methods and heating times at 95 oC. ........................................... 67 

Figure 38. Effect of heating time on DNA fragmentation and transport through paper ............................ 68 



www.manaraa.com

Figure 39. Example PFGE for varying E. coli heating time at 95 ˚C. ............................................................ 68 

Figure 40. Extended E. coli heating times at 95 ˚C.. .................................................................................... 69 

Figure 41. Lysis efficiencies for various methods and heating temperatures for 10 minutes. ................... 71 

Figure 42. Effect of heating temperature on DNA fragmentation and transport through paper .............. 71 

Figure 43. Example PFGE for varying E. coli heating temperatures for 10 minutes ................................... 72 

Figure 44. Effect of gDNA size on transport through porous membranes.................................................. 73 

Figure 45. Fragmentation and transport of mixed samples through porous membranes. ........................ 75 

Figure 46. Comparing fragmentation methods of E. coli gDNA in tube and in membrane. ....................... 77 

Figure 47. Gel from fragmentation experiments in tube v. in membrane.................................................. 77 

Figure 48. Chitosan structure in protonated and unprotonated forms. ..................................................... 80 

Figure 49. DNA purification in porous membranes using chitosan. ........................................................... 88 

Figure 50. Membrane capacity for chitosan.. ............................................................................................. 91 

Figure 51. Chitosan retention during flow .............................................................................................. 92 

Figure 52. Capacity of chitosan for DNA in nitrocellulose and glass fiber. ......................................... 93 

Figure 53. Calculation of less than a monolayger of DNA coverage when chitosan capacity is reached. .. 95 

Figure 54. Dispersion of sequentially delivered fluids in nitrocellulose and glass fiber .................... 96 

Figure 55. DNA concentration effects in nitrocellulose and glass fiber ...................................................... 98 

Figure 56. Recovery of DNA using chitosan-modified membranes is concentration independent ............ 99 

Figure 57. Effect of pH on DNA purification in nitrocellulose with chitosan. ........................................... 100 

Figure 58. DNA purification in porous membranes by chitosan capture. ......................................... 101 

Figure 59. DNA purification in porous membranes from samples containing blood. ..................... 103 

Figure 60. Effect of increasing NaCl concentration on chitosan purification of DNA ............................... 104 

Figure 61. Effect of increasing ionic strength and ion valence on Debye length ...................................... 105 

Figure 62. DNA purification from large volumes in Fusion 5 and standard 17. ........................................ 106 

Figure 63. Simultaneous purification of E. coli and MSSA DNA in membranes with chitosan. ................ 106 

Figure 64. Chitosan storage studies in Fusion 5 ........................................................................................ 107 

Figure 65. RNA purification in chitosan-patterned Fusion 5. .................................................................... 108 

Figure 66. Paper diodes for controlling reagent flow in porous networks. .............................................. 111 

Figure 67. Controlling fluid flow through paper-actuated expanding elements. ..................................... 112 

Figure 68. Models and experiments predicting flow through porous membranes. ................................. 114 

Figure 69. Multi-material porous network. ............................................................................................... 114 

Figure 70. Wetting of porous membranes based on membrane capillary pressures ............................... 115 

Figure 71. Example water retention curves .............................................................................................. 116 

Figure 72. P-switch: pressure-controlled flow through multi-material networks. ................................... 117 

Figure 73. Schematic of waste pad configurations for large volume sample processing experiments. ... 121 

Figure 74. Schematic of linear purification and p-switch purification. ..................................................... 121 

Figure 75. Automating the p-switch for the large volume sample concentration .................................... 123 

Figure 76. Optimizing p-switch geometry to improve elution of DNA from the junction.. ...................... 124 

Figure 77. Schematic of device and individual component testing .......................................................... 125 

Figure 78. Schematic of in-membrane amplification tests. ...................................................................... 126 

Figure 79. Comparing total flow time of stacked and single large waste reservoirs ................................ 127 



www.manaraa.com

Figure 80. DNA purification comparing a p-switch device to a linear geometry in Fusion 5. ................... 129 

Figure 81. The p-switch for DNA purification and concentrated from 1 mL of human urine samples..... 130 

Figure 82. Improving elution from the overlap region of p-switch networks. .......................................... 131 

Figure 83. Comparing DNA recovery for devices with varying overlap geometries. ................................ 132 

Figure 84. Automating the p-switch for the large volume sample concentration. ................................... 133 

Figure 85. Testing increasing amounts of urine non-target NA in the p-switch device. ........................... 134 

Figure 86. In-membrane NAAT comparing purified and non-purified samples. ....................................... 136 

Figure 87. Lateral flow detection of in-membrane iSDA ........................................................................... 138 

 

List of Tables 
Table 1. Summary of commercially available POC NAATs ............................................................................ 8 

Table 2. Summary of the effects of buffer, pH, and salinity on ACP lysis of MSSA in tube. ....................... 27 

Table 3. Summary of the effects of buffer, pH, and time on thermal lysis of E. coli in tube. ..................... 30 

Table 4. Comparison of different methods to analyze gDNA fragmentation. ............................................ 49 

Table 5. Summary of gDNA fragmentation in tube. .................................................................................... 63 

Table 6. Final chitosan concentration in each membrane after accounting for losses .............................. 91 

Table 7. Chitosan capacity in nitrocellulose and glass fiber. ....................................................................... 94 

Table 8. Comparison of polyamines for DNA purification in porous membranes. ................................... 109 

Table 9. Summary of the operational characteristics for chlamydia and gonorrhea diagnosis ............... 118 

Table 10. Summary of the integrated sample preparation device. .......................................................... 135 

Table 11. Summary of device results for urine samples spiked with pathogens. ..................................... 135 

Table 12. Comparing device output measured by qPCR to the clinical Aptima Test ................................ 139 

Table 13. Characterization data for 35 de-identified, discarded human urine samples .......................... 164 



www.manaraa.com

S. Byrnes Dissertation, December 2016  Page 1 

 

1. Introduction 
1.1. Significance of the Problem 

Molecular diagnostics have a high potential for increased sensitivity and specificity, but many 

technologies cannot process large-volume samples, like urine, at the POC.  Chlamydia and gonorrhea 

are two common sexually transmitted infections (STIs) that accounted for a combined 3.5 million 

cases in the US alone in 20121.  Many of these infections go undiagnosed, and therefore untreated, 

due to insufficient screening, especially in underserved populations.  The availability of a sensitive 

and specific POC-compatible combination chlamydia/gonorrhea test would help overcome access 

barriers and reduce disease transmission.  Additionally, a new test should use nucleic acids as the 

diagnostic biomarker in order to identify infection from antibiotic-resistant strains.  The US Centers 

for Disease Control and Prevention (CDC) has reported a rapid rise in antibiotic-resistant strains of 

gonorrhea.  In 2006, there were five viable drugs for treating all gonorrhea infections; as of 2013 

only one remained that was able to treat all strains of gonorrhea2.  It is a necessity that new 

diagnostic platforms are capable of directly testing for the resistant strains through the use of 

molecular diagnositics to guide effective treatment and curb further development of resistance.   

 

1.2. Proposed Solution 

The CDC recommends urine as an appropriate sample type for chlamydia and gonorrhea 

diagnosis3 using nucleic acid amplification tests (NAATs).  Since these pathogens commonly cause co-

infections of chlamydia and gonorrhea4, a useful test would diagnose both.  Currently-available POC 

tests have sensitivities and specificities as low as 23% and 60%5 and none of these tests use NAATs, 

which can be challenging to perform outside the laboratory.  Paper-based NAATs translate 

laboratory assays to POC devices6, but few, if any, have developed methods to automate large 

volume (mL) processing for samples such as urine.  To address these gaps, this project describes the 

development of an automated, simple-to-use paper-based device for processing urine and extracting 

DNA to diagnose chlamydia and gonorrhea.   

 
1.3. Summary of Specific Aims 

This work has been divided into four specific aims.  A summary of each is provided below. 

 
1.3.1. Aim 1: Demonstrate POC-compatible pathogen lysis and urine specimen characterization 

Main Deliverable:  methods integrated into a manuscript with data from Aim 4 (in 
preparation) 
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Aim 1 of this work included three subsections aimed at designing a simple-to-use sample 

preparation system for pathogen lysis in urine samples.  The system is intended for use in POC-

compatible devices, so it was specifically developed to integrate with porous membrane substrates.  

The three subsections were: (i) evaluating lysis methods for bacterial pathogens in order to release 

amplifiable DNA; (ii) characterizing the range of variability in human urine samples; (iii) developing a 

simple method to modulate the pH of urine.  The overall goal of this work was to investigate the 

underlying principles that govern NA sample preparation from urine.  This knowledge was used to 

develop a POC sample preparation system for improved chlamydia and gonorrhea diagnosis, but E. 

coli was used as a simulant pathogen for initial experiments. 

 
1.3.2. Aim 2: Develop a POC-compatible DNA fragmentation method 

Main Deliverable: Manuscript for Lab on a Chip (ready for submission) 
 

Aim 2 of this work was development and characterization of a method that combined cell lysis 

with DNA fragmentation to allow for lateral transport of genomic DNA through commonly-used 

porous membranes. This work included four subsections: (i) demonstrating that varying heating 

times and temperatures allowed for control of both lysis and fragmentation; (ii) evaluating these 

methods for multiple cell types and genome sizes; (iii) matching the experimental data to previously 

published models that describe both DNA denaturation and thermal scission; and (iv) using this 

method for semi-selective transport of pathogenic DNA over human DNA, which reduced the 

amount of interference in downstream applications. This method can be easily automated and is 

rapid, requiring less than 10 minutes and only one user step.  Initial assay validation was done with 

S. aureus and E. coli bacteria; studies were then expanded to include mixed samples with N. 

gonorrhoeae and human epithelial cells. This assay was also integrated with the other components 

of the dissertation to develop an automated device for multiplexed detection of chlamydia and 

gonorrhea from urine samples.   

 
1.3.3. Aim 3: Develop a method to purify and concentrate DNA in porous membranes 

Main Deliverable: “One-step purification and concentration of DNA in porous membranes” –
Byrnes et al.  Lab on a Chip, 2015 
 

Aim 3 of this work included three subsections: (i) investigation of polyamine interaction 

with common porous substrates; (ii) utilizing polyamine modified membranes to 

simultaneously purify and concentrate NA from complex samples; and (iii) testing the 
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efficacy of these modified membranes after long-term storage.  The combination of these 

capabilities can be used on a wide range of sample types, which are ready for use in 

downstream processes, such as NAATs, without additional purification.  Further, this 

purification system used a novel, one-step, sequential reagent delivery mechanism 

designed in the Yager and Lutz labs that directly translated to a simple, one-step user 

experience. 

 

1.3.4. Aim 4: Automation of large volume sample processing through controlled fluid movement in 
multi-material porous networks 
Main Deliverables: Manuscript for PNAS detailing the p-switch system (ready for submission) 

Manuscript for Nature Methods describing the integrated sample 
preparation device for large volume urine processing (in preparation) 

 
The final aim of this work included five subsections: (i) enhancing flow through porous 

membranes to reduce processing time of large volume samples; (ii) controlling fluid flow direction to 

sequence reagent delivery; (iii) automating multiplexed purification and concentration of C. 

trachomatis (CT) and N. gonorrhoeae (NG) DNA directly from pathogens in human urine; (iv) 

demonstrating platform compatibility with in-membrane NAAT and lateral flow readout; and (v) 

comparing device results to a clinical system used to detect CT/NG.  This work linked the sample 

preparation modules developed in Aims 1–3.   

 

2. Background 

General background for the entire proposal is provided below and more detailed backgrounds 

can be found at the start of each aim. 

 

2.1 Diagnosing infectious disease around the world 

According to the 2010 Global Burden of Disease study, four of the top ten causes of death world-

wide are attributed to communicable diseases, which disproportionally affect low resource settings 

(LRS)7–9.  Number four is lower respiratory infections and number seven is diarrhea10.  These 

infections have known and available treatments, but often lack accurate diagnosis, especially in low 

resource settings (LRS) where there is severely reduced availability of healthcare11,12.  In many 

settings, including the US and other developed countries, symptomatic diagnosis is commonly used 

by healthcare providers.  Although symptoms are important, they can vary between individuals and 

are often shared by multiple infections.  Diarrhea, for example, can be caused by different 
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pathogens including viruses, bacteria, and parasites13–16.  Each of these classes of pathogens requires 

different treatments and within classes, treatments can vary due to potential resistances to common 

drugs. 

Antimicrobial resistance has been on a constant rise around the world2,17; one method for 

curbing this trend is accurate molecular diagnosis which can lead to identification of specific 

pathogens and potential drug resistances.  Molecular diagnostics refer to the use of DNA or RNA for 

disease diagnosis, as apposed to immune-based diagnostics which commonly use protiens as the 

diagnostic target.  A common method for molecular-based pathogen identification is nucleic acid 

amplification tests (NAATs), which uniquely identify a pathogen’s DNA or RNA.  Of the currently 

available NAATs, polymerase chain reaction (PCR) is the most common.  The use of NAATs for 

disease diagnosis offers multiple advantages over symptomatic-based diagnosis and some immune-

based tests, including increased sensitivity, the ability to multiplex, and epidemiological tracking of 

disease transmission and drift via nucleic acid (NA) sequencing.  Molecular-based approaches, 

however, often require expensive equipment and highly trained personnel.   

When someone is sick in the US, they can make an appointment with their healthcare 

provider, travel to the nearest clinic, have samples taken, and either wait at the clinic for 

their results or head home.  Traditionally, results sent to a laboratory are ready in less than a 

week.  With the development of POC tests, many patients have results on the same day as 

their visit18.  This process is simple and direct, for some individuals.  For others, however, the 

requirement of getting to a clinic costs time and money they may not have available.   

Under-served populations in the developed world can live far from reliable healthcare19–

22.  For example, Archibald et al. mapped the availability of substance abuse treatment 

centers to the socio-economic status (SES) and race of a population.  They found large 

clusters of regions with high poverty levels, high percentages of minorities, and limited 

access to healthcare19.  These healthcare deserts require persons seeking medical care to 

travel long distances, often on public transit20.  The cost of public transportation, lost income 

for time off of work, and provider fees, especially without insurance, can add up even for 

routine visits.  In addition, there can be laboratory and prescription fees once someone is 

diagnosed.  These barriers often prevent people from seeking treatment which extends the 

burden of disease and increases the potential for transmission.  
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The situation is even more challenging in developing 

countries.  In many remote regions, most populations only have 

access to tertiary healthcare facilities23–25; in the global public 

health literature these centers are often defined as small, rural 

clinics with limited services.  A recent study in rural Kenya found 

that for every 5 km increase in distance from a hospital, admissions 

[and therefore the potential for diagnosis and treatment] fell by 11% 

for men and 20% for women23.  If a patient requires assistance 

beyond standard care or if they need a laboratory for accurate 

diagnosis, they may need to travel to a major city.  In 

Bangladesh, for example, most people travel to the capital, 

Dhaka, for reliable diagnosis and treatment.  Due to poor 

infrastructure and constantly deadlocked traffic, a trip to Dhaka can take an entire day.  If it is 

the rainy season, travel can take even longer because many roads are flooded and may be 

impassable without a boat, Figure 1. 

Instead of requiring patients to travel to a healthcare center for diagnosis and treatment, 

solutions are being developed that bring these services to the POC.  According to the WHO, 

the types of diagnostics used around the world have been shifting from traditional 

laboratory-based tests, such as the enzyme-linked immunosorbent assay (ELISA) and qPCR, 

to rapid test formats.  From 1999 to 2009, the proportion of HIV rapid tests procured globally 

increased from ~35% to over 80%26.  This trend reached a peak in 2007 with over 95% of 

procurements being of the rapid test variety26, Figure 2.   

POC testing can also be highly cost-

effective and time-saving, as reviewed by 

Loubiere et al.  Overall, the authors 

recommended the use of POC tests due to 

the savings in time, for both patient and 

healthcare provider, and the reduced 

number of visits to the clinic27.  

Additionally, they cited studies that showed 

reduced costs for POC STI testing in LRS.  

Using a $4 combined chlamydia/gonorrhea 

 

Figure 1. A flooded road in 

Matlab, a rural region of 

Bangladesh, August 2013.  

Image from Samantha A. 

Byrnes. 

 

Figure 2. Procurement of HIV diagnostics around 

the world from 1999-200926  
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test, the researchers were able to avert 10% of the expected chlamydia/gonorrhea 

infections.  With respect to HIV, they were able to avert 6% of infections and an average of 

$292 dollars per person for future testing28.  Although this trend is encouraging, there is still 

a gap in the availability of accurate NAAT-based diagnostics for the POC that can more 

accurately diagnosis disease and identify antibiotic resistance, qualities that are lacking in 

many immunoassay-based tests.  To overcome this limitation, research has focused on 

developing automated microfluidic platforms to diagnosis disease. 

 
2.2 The evolution of microfluidics for disease diagnosis 

Over the last 20 years, the field of microfluidics has aimed to address and overcome the 

gap between laboratory capabilities and POC systems through the development of single-

use, plastic microfluidic chips29.  There have been numerous publications about the wide 

range of applications for these chips including cell lysis and NA purification30,31, sample 

concentration32, immunoassays33–35, and NA amplification36,37.  Gubala et al. extensively 

reviewed many of these pioneering applications38. 

Although many of the above microchip-based systems show promise for translation to 

realistic POC settings, there is a drawback to their implementation due to the use of 

potentially expensive equipment for operation (e.g., syringe pumps).  Devices that require 

this type of equipment have limited usability in POC settings such as a patient’s home or rural 

health clinics in the developing world.  Due to these constraints, many groups have begun to 

focus on an alternative platform for diagnostics: porous membranes. 

The use of porous membranes, or paper-based substrates, as a platform for bioassays 

dates back to the 1930s with the development of paper chromatography39–41.  In the mid to 

late-1970s the home-based pregnancy test brought paper-based diagnostics to the POC42–44. 

More recently, George Whitesides’ group began patterning cellulose paper to simultaneously 

detect glucose and proteins in urine samples45.  The field has also evolved to include systems 

which offer advantages such as the ability to perform complex, multi-step processes46,47, the 

sequential timed delivery of reagents46,48, and compatibility with various amplification and 

detection techniques6,49–51.  Figure 3 shows an example of a traditional, one-dimensional 

lateral flow test (LFT) and a 2 dimensional paper network (2DPN) developed in the Yager 

group. 
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Figure 3. Examples of paper-based devices for POC diagnostics.  A.  One-dimensional 

lateral flow test, similar in format to the common pregnancy test.  B. Two-dimensional 

paper network developed in the Yager laboratory for more sophisticated reactions47. 

Porous membrane-based assays do not require mechanical pumps because capillarity 

wicks fluids into and through the paper52.  These devices are also inexpensive, easy to 

manufacture, and disposable, making them ideal candidates for POC tests.  Recent reviews 

detail the use of porous membrane-based microfluidics for diagnostic devices53,54 and the 

translation of multi-step processes from laboratory gold-standard techniques to paper-based 

systems55.  Although this field of work is constantly growing with recent demonstrations of 

integrated paper-based NAATs56,57, there is still a significant gap in translating nucleic acid 

tests to paper platforms as noted in the review by Mariella et al.58 and as discussed below. 

 

2.3 NAATs for the Point-of-Care  

Plastic microfluidic chips were the first inexpensive and disposable devices developed to perform 

NAATs at the POC.  The Klapperich group demonstrated on-device thermocycling for PCR59 and 

coupled it to nucleic acid purification60.  Bau et al. designed a plastic microfluidic device that purified 

NA, performed PCR, and detected amplicons using an integrated lateral flow strip61.  Lafleur et al 

developed the stand-alone platform to NAAT-based tested at the POC62.  Although these systems 

showed promising results, they all suffered from the thermal complexity of PCR; namely the 

requirement for strict control of temperature cycling.  Due to this challenge, a large field of research 

has focused on developing isothermal NAATs63 that could help reduce the time, cost, and equipment 

requirements of PCR-based devices.  One of the most common isothermal NAATs is loop mediated 

isothermal amplification (LAMP)64 which operates at ~65 oC.  

Multiple devices have been constructed to run LAMP in LRS.  Many of these devices use 

exothermic chemical reactions to provide heat without mains electricity65–67.  An example by Huang 

et al. used a simple Styrofoam cup and commercially available hand-warmers to provide heat to an 
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isothermal amplification for the detection of Clostridium difficile, a common cause of diarrhea68.  An 

overview of NAAT-based microchip advances was recently published69. 

Due to small channel sizes and the need for precision fluidic control, many microfluidic chips rely 

on syringe pumps for operation.  To help combat the need for this expensive equipment, research 

has begun to move toward an alternative reaction matrix: porous membranes.  The first reports of 

an isothermal NAAT performed in a porous matrix demonstrated in-membrane reagent storage for 

amplification of HIV DNA and detailed the effects of overwhelming the system with non-target 

nucleic acids6,70.  Multiple groups have expanded on this work by integrating upstream assays with 

paper-based isothermal NAAT50,56,57,71. 

In 2011, Niemz et al. evaluated 13 commercially available POC NAAT-based systems, Table 1.  All 

of these systems include an expensive, non-disposable component that requires mains electricity 

and, likely, a service contract.  Additionally, less than half of these include on-device sample 

preparation thereby increasing the overall time and costs required for operation72.  The most 

successful of these systems is the GeneXpert developed by Cepheid73.  This system integrates filters 

for cell isolation and ultrasonic lysis to expose nucleic acids74. 

 
Table 1.  Summary of commercially available POC NAATs from Niemz et al.72   aTime to result depends upon the 

particular assay.  Longer times may be required for assays with a reserve transcriptase step.  bDevice sold by 

BioHelix in the USA; manufactured and sold by Ustar Biotech in China.  Abbreviations: RTB real-time 

bioluminescence; RFT real-time fluorescence; RT real-time turbidimetry. 

 
 

For a device to be useful in the home or LRS, it is imperative that sample preparation be fully 

integrated and require limited user intervention.  Many diagnostic approaches do not include 

sample preparation components due to the high complexity of these processes, as discussed below. 
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2.4 Sample Preparation for NAATs 

In 2008, Mariella et al. published the aptly named review Sample Preparation: the weak link in 

microfluidics-based biodetection58.  As a follow-up in 2009, Brehm-Stecher et al. published Sample 

Preparation: the forgotten beginning75.  Both of these reviews highlighted the necessity and real 

limitation of sample preparation outside of traditional laboratory settings.  Although many 

microfluidic assays are extremely sensitive, they often require highly purified, small volume samples 

for proper performance.  Unfortunately, real-world samples are far more complex.  Protein 

identification from blood requires multiple purification steps to remove interfering biomolecules76.  

Nucleic acid purification from urine can be complicated by high salinity and extreme dilution factors.  

Additionally, the salt, pH and overall concentration of samples from individuals can vary greatly from 

patient to patient. 

In a clinical or research laboratory, nucleic acid sample preparation can include multiple 

processes depending on the input sample type.  The most common first step involves cell lysis to 

make the NAs inside of a cell available for manipulation.  The main mechanisms that exist for cell 

lysis are mechanical, enzymatic, chemical, electrical, and thermal lysis.  Most often, many protocols 

use a combination of these mechanisms.  The gold standard for mechanical lysis is the bead beater 

which applies a mechanical force to tear or puncture a cell membrane77.  Other mechanical lysis 

systems exist31, but are used less frequently.  There are dozens of enzymes used for cell lysis to 

target NAs in the laboratory.  Some are highly specialized for a specific cell type while others are 

more generally applied.  Two of the most commonly used are lysozyme, which cleaves a linkage site 

between peptidoglycans in bacterial cell walls causing the cell walls to lose structure78, and 

proteinase K which digests proteins79.  Chemical lysis often involves the use of detergents or 

chaotropic agents, such as the guanidinium ion, to disrupt the hydrogen bonding in cell membranes 

causing them to break open80.  This mechanism has an additional benefit for nucleic acid sample 

preparation because it also denatures proteins81.  Urea and sodium dodecyl sulfate are two other 

commonly used reagents for disrupting cell membranes.  Electrical lysis involves exposing cells to 

strong electric fields causing the non-covalent interactions of the cell membrane to become 

destabilized and break.  Although effective, electrical lysis can be challenging to implement because 

some reports note an applied voltage of up to 20 kV cm-1 is required31.  Thermal lysis is the most 

simple mechanism and involves heating cells to destabilize the proteins in the cell membrane 

causing the membrane to lose structure and break79.  Unfortunately, heat-based lysis is not effective 
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on all cell types; thermal lysis is ineffective for pathogens with more structured coatings such as 

some gram-positive bacteria, mycobacteria (most notably M. tuberculosis), and spores82. 

Common methods of NA purification used in laboratory settings often rely on one of 

three general mechanisms: solid-phase extraction, electrostatic interactions, or sequence-

specific capture.  One of the most widely used techniques is solid-phase extraction (SPE) with 

silica particles.  Pioneering work by Boom et al. demonstrated a “rapid and simple” method 

for nucleic acid purification using chaotropic agents, ethanol, and an acidic silica slurry.  Their 

method cited a total assay time of less than one hour for greater than 50% recovery of 

DNA83.  The current gold standard Qiagen kit utilizes a similar technique with silica particles 

embedded in a centrifugal filter for NA isolation from complex samples.  Other common 

laboratory techniques rely on NA precipitation in the presence of solutions with high alcohol 

content84.  Another widely used technique for DNA purification exploits the negative charge 

of DNA molecules; DNA can associate with coated magnetic beads85,86, cationic polymers87–89, 

and can be separated through electrophoretic methods90–92.  There has also been initial work 

published on the use of sequence-specific capture for isolating NA targets93,94.  Many of these 

laboratory-based cell lysis and NA purification techniques have been translated into plastic 

microfluidic systems31, but few have been translated to paper-based devices71,95–97. 

Two additional sample preparation steps that are less commonly addressed, but can be 

vital when handling realistic samples are DNA fragmentation and sample concentration.  

Genomic DNA (gDNA) from bacterial pathogens is often greater than one million bases pairs 

(1 Mbp) in length.  The width of a DNA double helix is ~2 nm while the average length of a 

DNA base is 0.34 nm; therefore, a 1 Mbp bacterial genome would be ~340 µm (3.4 x 105 nm) 

long, not accounting for secondary structure.  For many paper membranes, the pore 

diameter ranges from 10’s to 100’s of microns; DNA molecules may be too large to flow 

through the pores, Figure 4A.  Additionally, membranes are non-uniform, with highly 

tortuous pore structures; if a DNA molecule is not tightly compacted or small enough to fit 

through the pores, it may become tangled and unable to move through a membrane, Figure 

4B. 
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Figure 4. Schematic of long chains of DNA moving through porous 

membranes.  A. Long DNA molecules may be too long to flow 

through small pore features.  B.  DNA molecules may become 

entangled in the tortuous pore structure of paper materials. 

Fragmentation of DNA can result from a variety of processes including breaking through 

mechanical shearing, enzymatic methods, chemical methods, and thermal scission98.  

Depending on the membrane and the distribution of pore features, even partially 

fragmented DNA may be too long to easily flow through paper membranes. 

A final consideration for DNA preparation is sample concentration.  Many laboratory techniques, 

such as the Qiagen kit, use concentration as a means to increase the sensitivity of their assays.  

Collecting larger volume samples from patients increases the potential number of collected 

pathogens that are available for detection.  Concentration is especially important for highly dilute 

samples such as urine which serves as a reliable sample type for diagnosing multiple infections, 

including chlamydia and gonorrhea. 

 
2.5 Chlamydia and gonorrhea 

Chlamydia and gonorrhea are two common STIs that present in the urine.  In 2012, these 

infections accounted for a combined 3.5 million cases in the US alone1.  Many of these infections go 

undiagnosed, and therefore untreated, due to insufficient screening, especially in underserved 

populations.  The availability of a sensitive and specific POC-compatible chlamydia/gonorrhea test 

would help overcome access barriers and reduce disease transmission. 

The US Centers for Disease Control and Prevention recommends urine as an appropriate sample 

type for chlamydia and gonorrhea diagnosis3 using NAATs.  These pathogens commonly cause co-

infection of CT and NG4; a useful test would diagnose both.  Urine is simple to collect at the POC 

compared to self-swabbing, especially for men99,100.  Within a urine sample, the first 5-10 mL, also 

known as the first void urine (FVU), contains the highest concentration of pathogen biomarkers101.  

In women, FVU is acceptable as a sample for chlamydia diagnosis, but may detect up to 10% fewer 
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infections compared to vaginal swabs3.  The clinical ranges of an ongoing chlamydia infection have 

been reported between 3x102–2x106 elementary bodies(EB)/mL102–104 and 2.0–2.2x105 EB/mL103,105 

in men and women, respectively.  Elementary bodies are the infectious unit of C. trachomatis.  For 

gonorrhea, studies that have tracked the clinical range of an ongoing infection report 3.7x104–

2.6x107 colony forming units (CFU)/mL106 in men and 1x102–1x107 CFU/mL in women.  A major 

drawback to some reported ranges, however, is that they are often measured by culture and not the 

more quantitative qPCR. 

These infections can also be costly.  In the US in 2008, the direct medical costs (diagnosis and 

treatment) for chlamydia and gonorrhea were $516.7 [$258.3–$775.0 USD] million and $162.1 

[$81.1–$243.2 USD], respectively107.  These costs assume uncomplicated diagnosis with no 

additional testing for antibiotic resistance strains.  In recent years, gonorrhea resistance to 

azithromycin, a common first-line antibiotic, has increased from 1.8% to 4.1% due to over-use or 

misuse4.  In 2006, there were five viable drugs for treating all gonorrhea infections, as of 2013 only 

one remained that was able to treat all strains of gonorrhea2.   

Chlamydia is the most common STI in many developed countries108 and is often highest for youth 

populations (under 25)1,109,110 with reported rates as high as 20%111.  Population-based studies have 

shown that in men and women, respectively, up to 88.5% and 68.3% of chlamydia infections were 

asymptomatic111.  On average, about 7% of these cases are chlamydia/gonorrhea co-infections.  For 

high-risk populations such as female sex workers and men who have sex with men, the co-infection 

rates have been measured at up to 40%112.   

There is limited published data about the prevalence of chlamydia and gonorrhea in developing 

countries.  In a 2013 meta-review of 25 studies focusing on chlamydia prevalence and diagnosis, only 

two were identified for low resource settings111.  There are some country-specific studies.  In the 

Philippines, chlamydia prevalence rates in women were measured between 17.9–32%113; in 

Vanuatu, the average prevalence for men and women was reported as 18.6% and 27.8%, 

respectively114.  A review by Mullick et al. detailed chlamydia and gonorrhea prevalence rates of 2.7–

21.5% and 1.7–20% across multiple low-resource countries115.  Similar to developed countries, the 

co-infection rate has been reported at 7.4% in some developing countries116.  A common theme for 

reported prevalence rates in all settings is the poor performance of currently available rapid 

diagnostic tests for chlamydia and gonorrhea. 

For chlamydia, current POC diagnostic methods have moderate to poor sensitivities ranging from 

52–80%117.  For gonorrhea, available tests are very inaccurate5 with sensitivities averaging 71% (23–
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86%) for leucocyte esterase dipsticks, 70% (60–94%) for immunochromatographic tests, and 38-89% 

using microscopy.  Additionally, these rapid tests cannot identify antibiotic resistant strains of 

gonorrhea.  Because of the high prevalence and poor performance of currently available POC 

methods, there is an immediate need for an accurate and reliable biplexed POC test (POCT).   

In 2014, Howick et al. conducted a study of over 2700 primary care providers across five 

countries; an average of 62% (49–75%) noted that a top priority was an accurate and reliable POCT 

for chlamydia.  From this same survey, 55% (34–65%) called for a gonorrhea POCT.  Of the 19 tests 

listed, chlamydia was the third and gonorrhea the sixth most sought after118.  None of the 

commercially available rapid diagnostic tests utilize NAAT for pathogen identification.  NAATs are 

specifically vital to identify molecular characteristics of gonorrhea because according to WHO 

“Treatment failures due to resistance to treatments of last resort for gonorrhoea (third-generation 

cephalosporins) have been reported from 10 countries. Gonorrhoea may soon become untreatable 

as no vaccines or new drugs are in development”17.  For improved sensitivities, future tests, such as 

those being developed in the Yager Laboratory, should take advantage of NAAT-based technology. 

 
2.6 Multiplexable Autonomous Disposable for Nucleic Acid Amplification Tests (MAD NAAT) 

In order to address the lack of sensitive molecular-based tests available for POC usage, the Yager 

lab and collaborators have been developing a paper-based platform called MAD NAAT 

(Multiplexable Autonomous Disposable for Nucleic Acid 

Amplification Tests).  This device will only require the user 

to introduce sample and close the lid.  Once the lid has 

been closed, the internals of the device automate sample 

preparation, any required heating steps, assay timing, NA 

amplification, and detection.  The final user step will 

involve taking a picture of the device readout for cell-

phone based analysis. 

The current iteration of the MAD NAAT device collects 

sample on a swab, which is then introduced to ~180 µL of 

lysis solution and then heated for 10 minutes.  Next, the 

lysate flows into an amplification region, Figure 5.  This system works very well for swab-based 

samples56, but the current device is unable to process larger volumes such as urine or diluted blood.  

 

Figure 5. Current MAD NAAT device for 

small volumes (~180 µL). 
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The work presented here will provide new tools for future iterations of the MAD NAAT platform for 

large volume sample processing. 

 

3. Specific Aim 1: POC-compatible pathogen lysis and urine specimen characterization 

Many common human pathogens, especially STIs, are present in the urine.  For POC diagnostic 

devices, urine represents an easy sample type for untrained users to collect.  However, urine 

samples also come in large volumes and with high complexity.  Thus, it can be challenging to design 

simple-to-use devices that can process this large, complex sample for subsequent detection of 

pathogens. 

Urine volume can range from 5–200 mL during urination and is dependent on patient hydration, 

time since the last bladder voiding, and dietary intake104,119.  Urine pH can vary between 4.5–8  

depending on the time of day120 and urine salinity is highly dependent on patient hydration.  

McCance et al. showed that during a dehydrated state, urine salinity increased by an average of 

nearly 40%; the highest observed increase from a hydrated to dehydrated state was 164 mM to 371 

mM of chloride, equivalent to an increase of 126%121.  This variation in samples requires diagnostic 

devices with pre-processing capabilities to perform equally well over large pH and salinity ranges.   

This chapter of my dissertation includes three subsections aimed at designing a simple-to-use 

sample preparation system for pathogen lysis in urine samples.  The system was designed for use in 

POC-compatible devices, so it was specifically developed to integrate with porous membrane 

substrates.  The three subsections are (i) evaluating lysis methods for bacterial pathogens in order to 

release amplifiable DNA; (ii) characterizing the range of variability in human urine samples; (iii) 

developing a simple method to modulate the pH of urine.  The overall goal of this work was to 

investigate the underlying principles that govern NA sample preparation from urine.  This 

knowledge was also used to develop a POC sample preparation system for improved chlamydia and 

gonorrhea diagnosis, but E. coli was used as a simulant pathogen for initial experiments. 

 

3.1. Background 

In many settings, diseases are diagnosed based on a patient’s symptoms, which can lead to 

inaccurate diagnosis because multiple infections present with similar symptoms.  In the case of STIs, 

many infections may be asymptomatic.  For example, Dielissen et al. systematically reviewed 

population-based studies that screened for chlamydia infection and found that 88.5% and 68.3% of 

cases were asymptomatic in men and women, respectively111.  Further, many bacterial infections 
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have pathogen-specific considerations that need to be made when treating a patient.  Not all 

bacteria are susceptible to the same antibiotics.  Without proper identification, treatments can be 

sub-optimal or even ineffective leading to prolonged illness and a higher potential for disease 

transmission.  Inaccurate bacterial identification has also led to a rise in antibacterial resistance17 

making treatment and infection control more challenging and costly17.  Antibiotic resistance is 

steadily increasing for gonorrhea infections; in August 2016, the CDC noted that 30% of new 

infections are resistant to at least one antibiotic2.   

One strategy for curbing this trend is to rely on molecular diagnostics that use DNA/RNA to 

uniquely identify pathogens and any potential drug resistances.  These nucleic acid tests are highly 

sensitive and specific, but require multiple pre-processing steps to isolate NA from a pathogen. 

Pathogen and antibiotic resistance identification in a laboratory setting can be a time-

consuming and expensive process.  When translating these capabilities to the POC, there are 

additional constraints that need to be considered including costs, operational simplicity, 

timing, and equipment requirements122.  Based on these constraints, this work focused on 

developing methods for processing samples that require less than 20 minutes, one user-step, 

no additional equipment, and porous networks as a low-cost diagnostic platform.     

 Overview of bacterial structure. Most often, the first step in sample pre-processing 

involves pathogen lysis to expose the NA.  Multiple laboratory-based methods have been 

developed to reliably lyse bacteria, but effectiveness can vary based on bacterial structure, 

which can be generally classified as Gram-positive or Gram-negative based on the cell’s 

ability to take up Gram stain.  Gram-positive bacteria have a thick cell wall composed of 

peptidoglycan which retains the Gram stain, Figure 6A.  Gram-negative bacteria have a far 

thinner cell wall with about eight times less peptidoglycan causing the Gram stain to be 

removed upon washing, Figure 6B78.  Peptidoglycans are linear repeating units of small 

peptides and disaccharides.  The linear chains also covalently crosslink with tetrapeptide 

units which further increases their strength and structural integrity, Figure 6C78. 
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Figure 6.  Classification of bacteria by outer 

structure adapted from Sambrook et al.78. A. 

Gram-positive bacteria have thick cell walls 

composed mostly of peptidoglycan.  B. Gram-

negative bacteria have thin cell walls and over 8x 

less peptidoglycan compared to gram-positive 

bacteria. C. Structure of peptidoglycan showing 

linkages of small peptide units to disaccharides. 

 The thick cell wall of Gram-positive bacteria makes them more challenging to lyse than Gram- 

negative bacteria.  Research has reported that heat is often sufficient to lyse Gram-negative bacteria 

because it can denature the thin cell wall; Gram-positive bacteria, on the other hand, are typically 

resistance to thermal lysis123.  Both chlamydia and gonorrhoeae are caused by Gram-negative 

bacteria, Chlamydia trachomatis and Neisseria gonorrhoeae.  N. gonorrhoeae is an extracellular 

pathogen, while C. trachomatis is an obligate, intracellular pathogen; it resides inside of human 

epithelial cells.  This presents another level of required lysis: both the eukaryotic human cell and the 

bacterial cell must be lysed to expose NA from C. trachomatis.   

Methods for bacterial lysis.  The main mechanisms that exist for bacterial lysis are mechanical, 

enzymatic, chemical, electrical, and thermal-based.  Most often, protocols use a combination of 

these methods.  This work focused on enzymatic and thermal lysis because these have been deemed 

the most compatible for POC use.   

Enzymatic lysis can describe a large number of enzymes.  Some lytic enzymes are highly 

specialized for a specific cell type, such as lysostaphin, which targets Staphylococcus bacteria124, 

while others are more generally applied.  The most commonly used and well understood lytic 

enzyme is lysozyme, which cleaves the peptide-disaccharide linkage of peptidoglycans in bacterial 

cell walls, causing them to denature78.  Many Gram-negative bacteria are not susceptible to 
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lysozyme because their thick outer membrane prevents the enzyme from interacting with the inner 

cell wall; additionally, some Gram-positive bacteria, such as S. aureus, are also resistant to lysozyme 

treatment125.  Achromopeptidase (ACP) is a broad-spectrum lytic mixture of enzymes80,125.  Some 

research suggests its primary mechanism of lysis involves cleaving the link between disaccharides in 

the peptidoglycan126.  Work in the Yager lab by Dr. Xiaohong Zhang, Dr. Paula Ladd, and Dr. Erin 

Heiniger has revealed that most commercially available ACP solutions are actually a mixture of at 

least a dozen agents.  Some of these components target peptide-peptide bonds, some break down 

glycoside bonds between monosaccharides, and others hydrolyze the peptide-disaccharide linkage 

of the peptidoglycan (unpublished data).  According to one vendor, the optimal conditions for ACP 

performance are in low salt buffers (under 50 mM), at moderate temperatures (near 37 oC), and in 

near-neutral pH (near pH 8)127.  These conditions are similar to the optimal specifications for many 

enzymes because enzymes are typically prone to denaturation in high salinity, high temperature, 

and non-neutral pH conditions78,128,129. 

Thermal lysis is a simple lysis method to implement.  It involves heating cells to destabilize the 

outer membranes, causing them to lose structure and break79.  Thermal lysis is also referred to as 

boiling lysis because most protocols heat cells to 95–100oC.  However, Zhu et al. showed rapid 

thermal lysis of E. coli at temperatures ranging from 70–80oC130.  Few studies have explicitly tested 

lower temperatures and there is also a lack of published data detailing the effect of pH, salinity, and 

choice of buffer on the effectiveness of thermal lysis.  As already noted, lysis of pathogens in urine 

must be robust against wide ranges of many of these conditions. 

The main objective of this chapter of my dissertation was to investigate the effect of 

realistic sample conditions on bacterial cell lysis.  Although there are many demonstrations of 

lysis in the literature, few study lysis in varying sample conditions with wide ranges of pH, 

salinity, or sample volumes.  Additionally, this work evaluated the more complex situation of 

chlamydia-infected mammalian cells as well as samples containing multiple types of 

pathogens.  These principles were then be used to develop techniques that are compatible 

with porous membrane substrates for POC use.  Urine was the primary sample type of 

interest; therefore, this work also characterized human urine samples to better understand 

and control for sample complexity. 

 

3.2. Methods 
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Bacterial culture.  Methicillin-resistant Staphylococcus aureus (S. aureus, strain 1770) was 

cultured in TSB and Escherichia coli (E. coli, strain K12) was cultured in LB.  Both cultures were heated 

to 37°C with shaking (250 rpm). Secondary cultures were prepared from overnight cultures diluted 

1:100 in fresh medium and grown to mid-log phase (OD600 = ~2). After three hours of secondary 

culture, cells were pelleted by centrifugation at 13000 ×g for 3 minutes. The supernatant was 

decanted and the cells were resuspended in 1× volume of 10 mM Tris buffer, pH 8.  

Neisseria gonorrhoeae (N. gonorrhoeae, strain 19424) was cultured directly from frozen stock on 

chocolate agar plates at 36°C in a 5% CO2 environment.  After 24-48 hours, colonies were collected 

from the plate and resuspended in 10 mM Tris buffer, pH 8. 

Mammalian Cell Culture.  Freshly cultured HeLa cells (ATCC CCL-2) or McCoy cells (ATCC CLR-

1696) infected with C. trachomatis serovar L2 (LGV 434) were obtained from collaborators in either 

the Hybiske Lab in the Department of Microbiology at the University of Washington or the 

Harborview STI Clinic in Seattle, WA.  To prepare the cells for experiments, culture media was 

removed and cells were washed with an equal volume of PBS, followed by treatment with 0.25% 

trypsin with shaking at 37°C for 15 minutes. Detached cells were pelleted by centrifugation at 13000 

× g for 3 minutes. The supernatant was decanted and the cells were resuspended in 1× volume of 10 

mM Tris buffer, pH 8.   

In-tube bacterial lysis with ACP.  Freshly cultured bacteria or infected mammalian cells were 

diluted in buffer to a final concentration of 104 to 105 bacteria per µL.  The samples were added into 

a tube followed by ACP to a final concentration of 0.5 Units/µL.  The solutions were incubated at 

room temperature for up to 2 minutes followed by heating to 95oC for up to 10 minutes to 

deactivate the enzyme.  The buffers tested were HEPES, Tris, Bis-tris, and MES, ranging in pH values 

between 5 and 8.  The concentrations of the buffers ranged from 10 mM to 150 mM.  Some 

experiments also included the addition of up to 150 mM of NaCl.  Lysis was quantified as the amount 

of amplifiable DNA measured by qPCR.  Additional samples were prepared for plating and CFU 

counting by diluting 50x in saline solution. 

Thermal lysis of bacteria in tube.  Freshly cultured bacteria or infected mammalian cells were 

diluted in buffer to a final concentration of 104 to 105 bacteria per µL.  The solutions were incubated 

at between 49–95oC for up to 10 minutes.  The buffers tested were Tris, HEPES, and MES ranging in 

pH values between 5 and 8.  Sample volume was also varied between 100–1000 µL.  Lysis was 

quantified as the amount of amplifiable DNA measured by qPCR.  Additional samples were prepared 

for plating and CFU counting by diluting 50x in saline solution. 
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Bead beater for bacterial lysis.  800 µL of the diluted bacteria were added to a 2 mL screw top 

tube with 800 mg of 0.1 mm diameter glass beads.  The samples were placed in the bead beater 

machine which was set to “homogenize” at full power.  The samples were cycled through 3x cycles 

of 1 minute on followed by 1 minute off.  Lysis was quantified as the amount of available amplifiable 

DNA measured by qPCR. 

E. coli cell movement through paper membranes.  To test the ability of E. coli to move through 

porous membranes, 80 µL of freshly cultured cells diluted in 10 mM Tris at pH 8 were added to a 1 

cm wide by 5 cm long piece of glass fiber (pore diameter ~10-100 µm, Standard 17, GE Global 

Research).  This membrane was choosen because it is currently used in the MAD NAAT device.  The 

sample solution was then chased with 120 µL of 10 mM Tris buffer.  The glass fiber membrane was 

cut into five 1 cm by 1 cm sections and the fluid was removed by centrifugation at 10,000g for 3 

minutes.  Cells in each fraction were lysed with 2 µL of ACP (20 units/µL) at room temperature for 

two minutes followed by heating to 95oC for 5 minutes, Figure 7.  The percentage of E. coli bacteria 

in each paper section was then quantified by qPCR. 

 
Figure 7.  Schematic of experiment to quantify E. coli movement through glass 

fiber membranes.  The green portion represents the solution containing cells 

and the blue is the chase buffer. 

Bacterial lysis in porous membranes.  Freshly cultured E. coli cells were diluted in 10 mM Tris 

buffer at pH 8 to a final concentration of 104 to 105 bacteria per µL.  For enzymatic lysis, 38 µL of the 

diluted bacteria were mixed with either 2 µL of ACP (20 U/mL) or 2 µL of 10 mM Tris buffer in tube 

or in a Standard 17 glass fiber member (1 x 1 cm).  The samples mixed in tube were then added to 

the porous membrane.  All membrane samples were subjected to one of four lysis conditions: (i) no 

lysis, (ii) heat only lysis at 95oC for 5 minutes, (iii) ACP treatment at room temperature for 2 minutes 

followed by 1 minute of heat deactivation at 95oC (ACP needs to be deactivate before qPCR 

analysis), and (iv) ACP treatment at room temperature for 2 minutes followed by heat deactivation 

for 5 minutes at 95oC. 
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 After treatment, half of the samples were prepared for plating to assess bacterial killing by 

placing the membranes in 500 µL of saline solution and vortexing for 30 seconds.  The other half of 

the membrane samples were prepared for qPCR to analyze the recovery of amplifiable DNA.  If the 

membranes were dry post-heating, they were re-wet with 40 µL of 10 mM Tris buffer.  Liquid was 

collected by placing the membranes in a 0.6 mL Eppendorf tube modified with a small hole in the 

bottom.  The 0.6 mL tube was placed in a 1.7 mL Eppendorf tube and centrifuged for 3 minutes at 

10,000g. 

Urine sample characterization.  A total of 35 de-identified, discarded human urine samples were 

received from our collaborators at the Harborview STI Clinic in Seattle, WA.  These samples were 

negative for both C. trachomatis and N. gonorrhoeae, but otherwise were uncharacterized.  In order 

to better understand the sample 

variations and their potential effects on 

our assays, samples were characterized by 

measuring pH, salinity, total dissolved 

solids, total NA content, and protein 

content. 

Measuring sample pH:  Sample pH was 

measured with a standard laboratory pH 

meter.   

 Measuring sample salinity:  Sample 

salinity was measured using a standard laboratory conductivity meter and prepared concentrations 

of NaCl to serve as a standard curve.  Urine sample conductivity was compared to the NaCl standard 

curve to determine the salinity.  The conductivity measurements are influenced by dissolved salts, 

but not buffers (such as Tris), Figure 8. 

Measuring total dissolved solids:  Total dissolved solids were measured by weighing a known 

sample volume before and after total liquid evaporation.  Screw top tubes were weighed before and 

after addition of 500 µL of a urine sample.  Samples were then stored overnight in an incubator set 

to 95oC in order to evaporate the liquid component of the urine.  Tubes were re-weighed and 

compared to the empty tube weight to determine the total dissolved solids. 

Measuring total NA content: To determine the total NA in each urine sample, 500 µL samples 

were used.  Intact cells were lysed at 95oC for 10 minutes followed by ethanol precipitation using 

 

Figure 8.  Standard curve to determine the salinity of patient 

urine samples. 
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glycogen.  Purified NA were resuspended in 50 µL sterile water and quantified using a Nanodrop.  

This method accounts for both DNA and RNA in a sample. 

Measuring proteins: This work was done in collaboration with Dr. Paula Ladd.  To qualitatively 

measure the total proteins in each sample, 500 µL of urine was concentrated using a protein 

concentration kit (Vivaspin 500, 5000 Da molecular weight cut off).  The concentrated samples were 

then run on a protein gel.   

Modulation of sample pH.  Urine sample pH was modulated by adding dry buffer to a sample 

prior to lysis.  Buffer was added to 1 mL of urine to achieve final buffer concentrations between 10–

500 mM.  The pH of each sample was measured before and after modulation.  A subset of samples 

was spiked with freshly cultured N. gonorrhoeae and C. trachomatis before and after pH modulation.  

These spiked samples were heated to 95°C for 10 minutes to test the effects of pH modulation on 

cell lysis.  Lysis efficiency was quantified by qPCR; 10–500 mM MES buffer was also added to qPCR 

standards to ensure the addition of buffer did not impact the quantification. 

qPCR.  S. aureus DNA was quantified with a qPCR kit for the ldh1 gene provided by the ELITech 

Group (ELITech Group Molecular Diagnostics, Bothell, WA, USA). The 20 µL reactions were run on a 

Bio-Rad CFX real-time PCR instrument (Hercules, CA, USA) using the following protocol: 50°C hold for 

2 minutes, 93°C hold for 2 minutes, 45 cycles of 93°C for 10 seconds, 56°C for 30 seconds, and 72°C 

for 15 seconds, ending with final elongation step at 72°C for 5 minutes. Fluorescence data were 

collected during the 56°C annealing step in the Texas Red channel. The qPCR results were analyzed 

using the automated threshold cycle (CT) value calculation in the Bio-Rad software (Hercules, CA, 

USA). This assay was sensitive down to ~10 copies of the target sequence.  Assay primer and probe 

sequences can be found in Appendix 1. 

E. coli DNA recovery was quantified with qPCR for the rodA gene131 and N. gonorrhoeae DNA 

recovery was quantified with qPCR for the porA gene132 using the SensiFAST probe No-Rox kit from 

Bioline (Taunton, MA, USA). The 20 µL reactions were run on a Bio-Rad CFX real-time PCR instrument 

(Hercules, CA, USA) using the following protocol: 95°C hold for 3 minutes, 40 cycles of 95°C for 10 

seconds, 60°C for 30 seconds. Fluorescence data were collected during the 60°C annealing step in 

the FAM channel. The qPCR results were analyzed using the automated threshold cycle (CT) value 

calculation in the Bio-Rad software (Hercules, CA, USA). These assays were sensitive down to ~10 

copies of the target sequences.  Assay primer and probe sequences can be found in Appendix 1. 

C. trachomatis DNA recovery was quantified with qPCR for the omcB gene133 using the SensiFAST 

Probe No-Rox kit from Bioline (Taunton, MA, USA). The 20 µL reactions were run on a Bio-Rad CFX 
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real-time PCR instrument (Hercules, CA, USA) using the following protocol: 95°C hold for 3 minutes, 

40 cycles of 95°C for 10 seconds and 60°C for 30 seconds. Fluorescence data were collected during 

the 60°C step in the FAM channel. The qPCR results were analyzed using the automated threshold 

cycle (CT) value calculation in the Bio-Rad software (Hercules, CA, USA). This assay was sensitive 

down to ~10 copies of the target sequence.  Assay primer and probe sequences can be found in 

Appendix 1. 

 Bacterial plating and CFU counting.  10 µL of a sample from tube or membrane-based lysis were 

spread onto LB-agar plates.  The plates dried at room temperature for 10 minutes followed by 

overnight incubation at 37oC.  Colony forming units (CFUs) were manually counted to compare lysis 

treatment methods. 

 

3.3. Results and Discussion 
The main objectives of this work was to quantify the effects of buffer, pH, time, and salinity on 

two lysis mechanisms and apply the best performing method to lysis of C. trachomatis and N. 

gonorrhoeae in human urine samples.  A simple metric was selected for evaluating the performance 

of lysis methods in the context of diagnostic NAATs.  This metric was the percent of amplifiable DNA 

recovered from the lysate, without additional DNA purification, as measured by qPCR.  For each 

method, bead beating (BB) was used as the gold standard lysis method (set to 100% recovery of 

amplifiable DNA), (Equation 1. 

 

 

(Equation 1) 

 

This work began by first testing enzymatic lysis followed by thermal-based lysis.  Although C. 

trachomatis and N. gonorrhoeae were the pathogens of interest, initial experiments were conducted 

with MSSA and E. coli, because they were already available in the laboratory. 

 

1.3.1 Evaluating lysis methods for bacterial pathogens  

Effect of buffer, pH, and salinity on ACP lysis of bacteria in tube.  Both the pH and salinity of urine 

vary widely within and between individuals120,134.  Therefore, diagnostic systems relying on urine as 

the input sample must be robust across a wide range of physiological values.  As such, the effect of 

buffers, pH, salinity, and reaction time on ACP, a common enzymatic lysis method used in our lab, 

was evaluated.  Although there are studies available in the literature that use ACP for cell lysis, none 
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are available that detail the effects of these conditions over these ranges.  These parameters were 

chosen because they are highly variable across patient samples and often influence enzymatic 

performance.   

According to the manufacturer, ACP is optimally active in 10 mM Tris with 10 mM NaCl at pH 

8127.  Previous work performed by Dr. Xiaohong Zhang and Dr. Erin Heiniger in the Yager lab 

optimized the use of ACP for MSSA lysis from mock nasal swabs in 10 mM Tris.  Their results showed 

equal or better recovery of amplifiable DNA, compared to bead beating, with ACP treatment for 30 

seconds to 2 minutes at room temperature followed by 1 to 5 minutes of heating at 95oC.   

In the context of this dissertation, the early work described above has been expanded to include 

testing the effects of buffer composition, pH, and salinity on ACP lysis activity.  The amount of 

amplifiable DNA recovered from each test condition was compared to the amount recovered from 

the bead beating, a gold standard method for general cell lysis.   

The first set of experiments aimed to isolate the effect of pH on ACP lysis.  The standard ACP 

buffer, Tris, has a relatively narrow buffering range of pH 7.0–9.0, and is also highly sensitive to 

reaction temperature135.  Due to these limitations, HEPES buffer, pH range of ~6.8–8.2, and MES 

buffer, pH range ~5.5–6.7, were used to mimic the urine pH spectrum (4.5–8120).  MSSA cells were 

diluted in 10 mM Tris at pH 8, 20 mM HEPES at pH 6.5, 7, 7.5, or 8, or 40 mM MES at pH 5, 5.5, 6, 

6.2, or 6.5.  For each comparison, Figure 9A. 

To isolate the effects of heat from the buffer composition, samples treated with ACP were 

compared to samples without ACP, which served as heat-only controls (95oC for 5 minutes).  For 

each of the buffers tested, the heat-only controls resulted in little to no recovery of amplifiable DNA 

supporting the hypothesis that ACP is causing MSSA lysis, Figure 9B.  Additionally, the limited 

recovery of DNA from heat-only lysis is supported by the literature; MSSA is a Gram-positive 

pathogen which is not susceptible to thermal lysis123. 
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Figure 9.  Effect of pH on ACP activity for bacterial lysis.  Results were normalized to samples treated by bead 

beating.  An average of at least N=3 +/- one standard deviation is reported for each condition.  A. Testing a 

range of buffers and pH values.  B. Samples lysed in the presence of ACP compared to samples lysed with only 

heat. 

Even though ACP is reported to be most active at pH 8, the samples in HEPES buffer show 

equivalent lysis performance across all pH values tested.  Lysis of MSSA cells in 40 mM MES buffer, 

however, showed a significant decrease in recovery of amplifiable DNA.  Even though both species 

are Goods buffers which are relatively insensitive to modest temperature fluctuations136, the 

extreme temperature changes in this system, ~22oC to 95oC, have an effect on the solution pH.  At 

room temperature, ~25oC, the pH of both the 20 mM HEPES and 40 mM MES solutions is 6.5.  The 20 

mM HEPES solution decreases in pH by 0.12 units for each 10oC increase in temperature137.   This 

temperature sensitivity means that a pH 6.5 solution at room temperature would drop to a pH of 

~5.7 at 95oC.  These temperature effects are very similar for the 40 mM MES buffer; the pH 

decreases by 0.09 pH units per 10oC137.  At room temperature, a solution with a pH of 6.5 would 

drop to a pH of ~5.9 at 95oC.  Based on these calculations, the effective pH of the solution does not 

appear to be the only driving factor in ACP performance.   

The next set of experiments isolated the effects of buffer composition and concentration on ACP 

lysis.  MSSA cells were treated with ACP in either Tris or HEPES at buffer concentrations ranging from 

20 mM to 150 mM, Figure 10A.  Additionally, ACP treatment was performed in 10 mM Tris buffer 

with increasing amounts of NaCl to mimic urine salinity, Figure 10B.  
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Figure 10.  Effect of buffer composition and concentration on MSSA treatment with ACP.  An average of at 

least N=3 +/- one standard deviation is reported for each condition.  A.  Increasing buffer concentration 

above 50 mM significantly impaired ACP function resulting in decreased availability of amplifiable DNA.  B.  

Increasing NaCl concentration in the lysis buffer also significantly inhibited ACP function. 

ACP was inactive in buffer or salinities above 50 mM.  This effect was seen for both buffers 

tested, Tris and HEPES.  ACP treatment also appears to be sensitive to the choice of buffer, HEPES vs. 

MES, and less sensitive to the pH of the solution, HEPES at 6.5 vs. MES at 6.5.   

Collaborators in the Harborview STI Clinic provided 10 de-identified, discarded human urine 

specimens for initial testing.  The salinities of these samples ranged from 11–416 mM, and based on 

the results presented above, 8/10 salinities would inhibit ACP function.  One option to reduce the 

effect of salinity, is to dilute the initial sample.  To test this effect, MSSA cells were spiked into 

increasing dilutions of urine samples (stock, ½ dilution, 1/5 dilution, 1/10 dilution, or 1/20 dilution).  

Urine was diluted with 10 mM Tris, pH 8.  Following dilution, samples were treated with ACP for 2 

minutes at room temperature followed by heat deactivation for 5 minutes at 95oC.  Recovery of 

amplifiable DNA was quantified qPCR, Figure 11. 
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Figure 11. MSSA lysis with ACP in increasing dilutions of patient urine samples.  Input ~105 bacteria/µL, positive 

control was ACP treatment in 10 mM Tris (pH 8) followed by heat deactivation at 95oC for 5 minutes, negative 

control was no lysis.   

All samples required at least a ½ dilution of the stock urine to restore ACP performance 

(arbitrarily set to at least 80% performance compared to the positive control in 10 mM Tris, pH 8).  

SAB 03 had the lowest salinity, 11 mM.  The majority of the urine samples required between 1/5 and 

1/20 dilution to restore ACP performance.  Three of the ten samples did not achieve restored ACP 

performance (at least 80% of the control) at any of the tested dilutions.  These conditions were 

further evaluated by separating the samples into bins based on salinity, Figure 12. 

 

 

Figure 12. ACP lysis performance in urine 

samples grouped by salinity.  Input ~105 

bacteria/µL, positive control was ACP 

treatment in 10 mM Tris followed by heat 

deactivation at 95oC for 5 minutes, 

negative control was no lysis.  Restored 

ACP performance was arbitrarily set to at 

least 80% performance compared to the 

positive control.   

 

These results are summarized with the effects of buffer, pH, and lysis time in Table 2.  Overall, 

these data suggest that ACP treatment is not an effective lysis method for complex solutions, such as 

urine, without additional dilution or pathogen-specific concentration prior to lysis. 
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Table 2.  Summary of the effects of buffer, pH, and salinity on ACP lysis of MSSA in tube. 

Buffer Concentration (mM) pH Salinity (mM) 

Good lysis performance (near 100% compared to control, by qPCR) 
Tris 10–40 mM 8 0–10 mM 

HEPES 10–40 mM 6.5 – 8  n/a 
Human urine < 20 mM varies n/a 

Poor lysis performance (compared to control, by qPCR) 
Tris 60–150 mM 8 0–100 mM 

HEPES 60–150 mM 8 n/a 
MES 40 mM 5 – 6.5 n/a 

Human urine > 20 mM varies 11–416 mM 

 
Effect of buffer, pH, salinity, and time on thermal lysis in tube.  The ACP-based experiments were 

performed with MSSA cells, which are Gram-positive bacteria and do not lyse efficiently with heat.  

This proposal focuses on two Gram-negative pathogens that commonly present in urine, C. 

trachomatis and N. gonorrhoeae.  Next, lysis experiments were performed primarily with E. coli, a 

Gram-negative bacterium, to better represent effects on the pathogens of interest.  Due to the 

sensitivity of ACP treatment to biologically relevant pH values and salinities, thermal based lysis 

procedures were explored.   

Figure 13 compares the efficiency of thermal 

lysis of E. coli to bead beating in three buffers: 10 

mM Tris at pH 8, 40 mM HEPES at pH 6.5, and 50 

mM MES at pH 5.  All values were normalized to 

the percent of amplifiable DNA recovered from 

bead beating E. coli in 10 mM Tris at pH 8.  Thermal 

lysis in tube at 95oC for 5 minutes recovered about 

50% of the DNA compared to beat beating.  On 

average, thermal lysis of E. coli in 10 mM Tris at pH 

8 resulted in more amplifiable DNA than the other 

two buffers but, statistically, there is no significant 

difference.   

The effect of pH and lysis time was further evaluated by testing thermal lysis of E. coli in HEPES 

and MES buffers at two different pH values.  First, the effect of these buffers on the laboratory 

standard beat beating protocol was tested.  The buffer choice did not appear to alter the 

performance of the bead beater, but low pH values, pH 5, did significantly reduce the amount of 

amplifiable DNA recovered after beat beating, Figure 14.  The low pH and high heat generated 

 

Figure 13.  Effect of buffers on E. coli lysis 

methods.  An average of N=4 +/- one standard 

deviation is presented for each condition. 
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during bead beating may damage the DNA, leading to a loss in signal.  All values were normalized to 

the percent of amplifiable DNA recovered from bead beating E. coli in 20 mM HEPES at pH 8, 

because previous studies have shown no significant difference in lysis and DNA recovery using 10 

mM Tris or 20 mM HEPES, pH 8.  Additionally, aliquots of these buffers were added to qPCR 

standards to verify that the different conditions did not significantly alter the amplification. 

 

 
Figure 14. Effect of buffer and pH on bead beating lysis of E. coli.  Averages of 

N=3 +/- one standard deviation is reported. 

Next, the effect of temperature on thermal lysis of E. coli was evaluated in these buffers.  Based 

on the results above, all recoveries were normalized to the percent of amplifiable DNA recovered 

from bead beating E. coli in 20 mM HEPES at pH 8.  For all of the conditions, thermal lysis at 49oC and 

55oC resulted in reduced recovery of amplifiable DNA.  Lysis was also poor at 65oC in all buffers 

except for 20 mM MES at pH 5.  These results suggest that the low pH may help increase the lysis 

efficiency at moderate temperatures. 

Surprisingly, lysis time did not appear to be significantly correlated with recovery of amplifiable 

DNA for most conditions tested.  The exception appears to be longer lysis times, 5 minutes, at low 

pH and high temperature.  Similar to the bead beating conditions, this combination may cause 

released DNA to be degraded.  Across all of the conditions, thermal lysis was able to achieve a 

maximum of 40–45% amplifiable DNA compared to the bead beating control.  Even with this 

reduced recovery, thermal lysis is significantly more robust to the range of potential pH values for 

human urine compared to ACP-based lysis.  Also, thermal lysis worked well over a wide range of 

temperatures.  These results are summarized in Figure 15.   
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Figure 15.  Comparing the effects of pH, temperature, and time on thermal lysis of E. coli.  The average of N=3 

+/- one standard deviation is reported for each condition.  A. 20 mM HEPES at pH 8.  B. 20 mM HEPES at pH 

6.5.  C. 20 mM MES at pH 6.5.  D. 20 mM MES at pH 5. 

Finally, E. coli lysis was tested in the urine samples provided by the Harborview STI Clinic.  Each 

specimen was spiked with ~105 bacteria and lysed at 95oC for either 5 or 10 minutes.  E. coli in 10 

mM Tris (pH 8) were treated with ACP followed by 5 minutes of heating at 95oC to serve as the 100% 

lysis control.  Lysis efficiency was quantified with qPCR.  Figure 16 shows the results of these 

experiments.  The qPCR standards were also spiked with 1 µL of each urine sample to verify that 

samples did not cause amplification inhibition (data not shown). 

 



www.manaraa.com

 
Figure 16. Thermal lysis of E. coli in undiluted human urine samples.  Averages of N=3 are reported with error bars 

representing +/- one standard deviation.  Input ~105 bacteria/µL, positive control was ACP treatment in 10 mM 

Tris (pH 8) followed by heat deactivation at 95°C for 5 minutes, negative control was no lysis. 

Each of the samples resulted in lysis and recovery of amplifiable DNA and for most samples, 10 

minutes of heating at 95oC resulted in as much, or more amplifiable DNA than heating for only 5 

minutes.  Overall, lysis of E. coli in these urine samples was highly variable (19–88%), potentially due 

to the high variation of human cells in the system.  Table 3 summarizes the best performance for 

thermal lysis of E. coli in different conditions.  These results were used as the basis for testing lysis of 

the pathogens of interest: C. trachomatis and N. gonorrhoeae. 

 
Table 3. Summary of the effects of buffer, pH, and time on thermal lysis of E. coli in tube. 

Buffer pH Time (min) Temperature (oC) Salinity (mM) 

HEPES 8 2.5, 5 min 95 oC n/a 

HEPES 6.5 1–5 min 75–95 oC n/a 

MES 6.5 1–5 min 75–95 oC n/a 

MES 5 
1–5 min 

(expect 5 min at 95
o
C) 

65–95 oC n/a 

Human urine 5.3–7.8   5–10 min 95 oC 0–416 mM 

 

Lysis of N. gonorrhoeae and C. trachomatis.  Initially, three methods were tested for N. 

gonorrhoeae lysis: 1) thermal lysis at 95oC for 10 minutes, 2) enzymatic lysis with ACP for 2 minutes 

at room temperature followed by 10 minutes of heating to 95oC, and 3) mechanical lysis using the 

bead beater with 800 mg of 0.1 mm glass beads for three one-minute cycles with one minute of rest 

in between.  All methods showed comparable efficiency for recovery of amplifiable DNA by qPCR.  
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The next set of experiments focused on evaluating the effects of varying pH and salinity on 

thermal lysis of N. gonorrhoeae because the enzymatic lysis was previously shown to be significantly 

inhibited by varying pH and salinity.  The conditions for these tests were based on early work 

performed with E. coli.  Solutions with pH values ranging from 5–8 were spiked with freshly cultured 

N. gonorrhoeae and subjected to thermal lysis at 95oC for 2-10 minutes.  Bacterial cells were also 

spiked into human urine samples and thermally lysed for 10 minutes at 95oC.  After lysis, samples 

were diluted in 1000 mL of 10 mM Tris, pH 8, to remove any potential interfering effects from the 

buffers or urine on the qPCR.  Overall, there was no significant difference in lysis efficiency between 

the different pH values tested or times.  Also, all of the urine samples resulted in high recovery of N. 

gonorrhoeae DNA, but with high variability, Figure 17. 

 

 
Figure 17.  Comparing lysis pH values, times, and urine samples with NG direct from culture.  The positive 

control was lysed for 10 minutes at 95oC.  Overall, there was no significant difference between the different 

times or buffers tested.  Additionally, thermal lysis for 10 minutes in human urine resulted in a high lysis 

efficiency of the pathogen.  Averages of N=4 +/- one standard deviation are plotted. 

The next set of experiments was performed with C. trachomatis, the second urine pathogen of 

interest.  Unlike N. gonorrhoeae, which is an extra-cellular bacterium, C. trachomatis is an obligate 

intracellular pathogen, requiring a host cell to survive.  This requirement complicates lysis because 

both the host cell and the pathogen need to be effectively broken down to access the pathogen 

DNA.  Chlamydia infects epithelial cells lining mucus membranes in the urinary tract.  The C. 

trachomatis-infected (CT+) cells were provided by either the Harborview STI Clinic or the Hybiske Lab 

at the University of Washington. 

Lysis of the CT+ cells was performed using multiple conditions including heat only, heat+NaCl, 

heat+detergent (tween or SDS), and detergent only.  All conditions with heat were heated to 95oC 

for 10 minutes and the lysis efficiency of both the host epithelial cell and the intracellular bacteria 
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were quantified with qPCR.  Samples were compared to the 100% lysis control of ACP for 2 minutes 

at room temperature followed by heating to 95oC for 10 minutes.  (Bead beating was also tested as a 

100% lysis control and showed statistically similar results to ACP treatment, data not shown.)   

A subset of the most robust lysis conditions is reported in Figure 18.  Generally, heating for 10 

minutes works well to release amplifiable C. trachomatis DNA while lysis and availability of epithelial 

cell DNA is highly variable.  The high variability seen with the epithelial cell lysis may be due to the 

degree of cell breakdown.  If the large mammalian membranes are punctured, the bacterial cells and 

DNA may be able to escape the epithelial cells, but the larger mammalian cell DNA is either too large 

to escape or still inside a potentially intact nuclear envelop.  For the purpose of this work, it does not 

matter whether the mammalian DNA is freed during lysis; ideally, this non-target DNA would remain 

unavailable while the bacterial DNA is freed to reduce inhibitory effects of non-target DNA on the 

NAAT. 

 

 

Figure 18.  Comparing multiple lysis methods for CT+ cells.  All samples were 

compared to lysis of CT+ epithelial cells in buffer with ACP for 2 minutes at room 

temperature followed by 10 minutes of heating to 95oC.  Averages of at least N=4 are 

reported with error bars representing one standard deviation.  Lysis of both the C. 

trachomatis and epithelial cells were quantified with separate qPCR assays.  Lysis of 

the epithelial cells was highly variable.   

 

Translating bacterial lysis into porous membranes.  Small volume sample processing, 50–200 µL, 

works well in a tube as demonstrated above, but requires multiple user steps, which is not practical 
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for POC use.  These steps include mixing the bacterial sample with ACP, waiting 2 minutes for lysis, 

and moving the tube to a heating device for a set period of time.  The MAD NAAT project has 

developed unique valving and timing components that integrate in tube sample processing with 

porous membrane-based amplification and detection to achieve a full sample to result device with 

minimal user steps138,139.  Although these integrated mechanisms work well, they require robust 

control of valve timing and some challenging fabrication steps.  Additionally, the current prototype is 

designed to work with swab transfer of samples into ~180 µL of buffer.  To expand the capabilities of 

the current system to process urine samples, paper-based lysis was explored to reduce the required 

number of integrated parts and timing mechanisms in the final device. 

Bacteria flow through paper.  Membrane-based lysis requires that pathogens are able to flow 

through the pores to a designated lysis region.  Standard 17 glass fiber was selected by the MAD 

NAAT project as the main porous material due to its high flow rate for rapid fluid processing and its 

compatibility with in-membrane NAATs.  Standard 17 glass fiber has a pore size distribution of ~10–

100 µm in diameter and many bacterial cells are ~1 µm wide indicating that they should be able to 

traverse through the matrix.  There are, however, smaller pores in this membrane so some bacteria 

may get stuck.  Also, bacteria may interact with the fibers of the membrane reducing their overall 

ability to flow. 

To test these assumptions, a solution containing E. coli cells was introduced to a glass fiber 

membrane followed by a wash buffer to saturate the fluid capacity of the membrane.  The 

distribution of cells was quantified by qPCR after liquid fractions were removed from the membrane 

(see methods for a detailed schematic).  Figure 19 shows that ~60% of the cells added to the 

membrane successfully flowed into the downstream regions of the membrane, while 25% were 

retained near the inlet.  Over 95% of the total cells added into the membrane were recovered (data 

not shown) indicating that this distribution accurately represents the flow of E. coli pathogens 

through Standard 17 glass fiber. 
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Figure 19.  E. coli movement through a glass fiber membrane.  

Averages of N=5 +/- one standard deviation are reported. 

Thermal and enzymatic lysis in porous membranes.  After confirming that E. coli will flow through 

this particular glass fiber membrane, the next set of experiments compared thermal lysis at 95oC and 

ACP treatment with heat in-tube and in-membrane.  A solution containing E. coli cells was added to 

a tube or a 1x1 cm2 section of a glass fiber membrane.  The reaction vessels were then subjected to 

one of five lysis treatments: no lysis control, 95oC for 5 minutes, ACP treatment with mixing in tube 

followed by addition of a membrane, ACP treatment with mixing in membrane (add cells and ACP 

separately to the membrane), or ACP followed by heating to 95oC for 5 minutes, Figure 20A.  After 

treatment, bacterial killing was assessed through plating, Figure 20B, which shows that three of the 

treatments effectively kill bacteria.  ACP with poor mixing worked well in tube, but not in membrane 

likely due to restricted diffusion in the complex matrix.  Bacterial killing in the context of membrane-

based lysis was choosen as the evaluation metric here instead of  directly quantify amplifiable DNA 

in order to isolate the killing and lysis from gDNA fragmentation (and potential entanglement) in-

membrane, discussed in detail in Aim 2.  
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Figure 20. Translating E. coli lysis from tube to membrane.  A. Schematic of experimental set-up.  B. 

Plating results after lysis treatment in tube and in Standard 17 glass fiber.  Each plate is a 

representative from a set of N=3.  These images show that both heating and/or well mixed ACP 

samples effectively killed the pathogens whether they were heated in-tube or in-membrane.  

Samples with poor ACP mixing that were introduced to a membrane did not result in cell death, as 

seen by growth on the agar plate.  *Well-mixed samples were mixed in tube prior to introduction to 

paper.  **Poorly-mixed samples were not mixed in tube.  The cell solution was added to the 

membrane followed by the ACP.  

The above data show that bacterial killing is not inhibited by the porous matrix.  Killing, however, 

is not the same as pathogen lysis, which involves breaking open the cells to expose DNA.  To assess 

DNA availability post lysis treatment in membrane, the above samples were also quantified by qPCR.  

In tube, ACP treatment of E. coli cells with and without heat resulted in similar quantities of 

amplifiable DNA while thermal lysis at 95oC for 5 minutes resulted in ~40% of the DNA.  In 

membrane, on the other hand, all four lysis methods resulted in less than 10% of DNA recovery 

compared to in tube ACP treatment, Figure 21.  
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There are a few potential 

mechanisms that may be at work.  First, 

ACP may be inactivated when introduced 

to the membrane because heating the 

solution in tube after ACP treatment in 

membrane results in a similar recovery of 

DNA with heat only.  ACP inactivation, 

however, is unlikely the cause of poor 

DNA recovery in membrane.  Dr. 

Xiaohong Zhang from the Yager group 

has demonstrated that ACP stored in 

Standard 17 for up to three months remains as active as fresh enzyme (unpublished data).  The 

specifics of this experiment, however, are different than those described above.  Dr. Zhang’s storage 

experiments involved adding a small piece of membrane containing stored ACP to liquid in a tube.   

ACP in a membrane added to a solution of bacteria in a tube showed high DNA recovery, Figure 

22A, but both ACP and a solution of bacteria in a membrane showed low DNA recovery, Figure 22B.  

These results indicate two potential failure modes for membrane-based lysis.  First, the complex and 

tortuous structure of porous membranes likely decreases diffusion of molecules therefore reducing 

the interactions between lysis enzymes and bacterial 

cells.  This limited diffusion is further complicated by the 

fact that the ACP reagent is actually a combination of 

enzymes, many of which may be required for efficient 

lysis.  However, thermal lysis of E. coli performed in a 

porous membrane also resulted in limited recovery of 

DNA.  In this case, the low recovery of amplifiable DNA is 

potentially due to the entanglement of large gDNA 

fragments in the porous matrix post lysis.  The plating and 

qPCR analyses can only quantify the available DNA after 

lysis, but not the size of the DNA fragments.  With 

fragmentation data, we can determine whether lysis, fragmentation, or both are inhibited in porous 

membranes.  These results were further explored in the following chapter. 

 

 
Figure 21. Comparing amplifiable DNA from in-tube and in-

membrane lysis experiments.  Averages of N=3 +/- one 

standard deviation are reported. 

 

Figure 22. ACP treatment for bacterial lysis.  

A. ACP in membrane added to a bacterial 

solution results in high recovery of 

amplifiable DNA, Dr. Xiaohong Zhang.  B. 

Both ACP and bacterial solution added to a 

membrane result in low recovery of 

amplifiable DNA. 
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1.3.2 Characterizing the range of variability in human urine samples 

Throughout this project, the Harborview STI Clinic has provided 35 de-identified, discarded human urine 

samples for characterization and testing in various 

experiments.  This information was valuable for 

understanding how these variables effect assays, 

especially because the samples are highly variable, Figure 

23.   

The pH values and salinities of all samples were 

measured.  The pH values ranged from 5.2–8.2 (average 

6.3, SD 0.7, N=35).  The salinities ranged from 11–416 mM 

(average 165 mM, SD 91 mM, N=35).  Both of these values 

were consistent with previously published literature120,121.   

The other variables quantified from the urine samples 

were not available in the literature.  These included the total dissolved solids, total NA, and protein 

content.  Each of these variables may affect both the sample preparation and analysis assays, and 

are therefore important to assess test performance.  The total dissolved solids varied between 0.8-

68 µg/µL (average 31 µg/µL, SD 20 µg/µL, N=10). 

The amount of total NA (DNA and RNA, measured by the Nanodrop) in the urine samples ranged 

from 0.46–44.2 ng/µL (average 8.0 ng/µL, SD 10.1 ng/µL, 

N=20).  The higher end of these concentrations may inhibit 

NAAT, especially when processing large volumes of urine in 

the range of 1000–5000 µL.  Pre-filtering of samples is often 

used to reduce non-target NA from a sample, but this is not 

an option because filtering would remove the CT+ epithelial 

cells. 

The amount of protein in a subset of urine samples was 

also qualitatively assessed using a commercially available 

protein concentration kit (Vivaspin 500, as described in the 

methods section above.  After concentration from a 500 µL aliquot of urine, proteins were visualized 

by gel, Figure 24.  Pathogen lysis was also performed in many of these samples.  The full details of 

urine sample characterization are available in Appendix 2. 

 

 

Figure 23.  Example of urine variability 

from discarded human specimens provided 

by the Harborview STI Clinic. 

 

Figure 24. Protein gel of concentrated 

human urine samples. 
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1.3.3 Development of a simple method to modulate the urine pH  

The characterization described above verified the wide range of urine pH; this variation can be 

problematic when developing assays.  To combat sample variability, the lysis method was adjusted 

to include pH modulation through the simple addition of dried buffer.  This mechanism was selected 

due to its simplicity, making it compatible with POC use.  The buffer of choice was MES, with the goal 

to reduce the pH of all samples to below ~6.5.  This pH value is directly compatible with downstream 

DNA purification, as described in detail in Aim 3. 

To test the pH modulation method, freshly cultured N. gonorrhoeae and C. trachomatis cells 

were spiked into human urine.  A subset of these samples was then used to rehydrate dry MES 

buffer to reduce the pH < 6.5.  Samples were then heated to 95oC for 10 minutes to compare cell 

lysis with and without pH modulation.  Figure 25 shows that pH modulation did not significantly 

reduce lysis efficiency for the tested samples.  This lysis protocol was incorporated into an integrated 

device for purification of C. trachomatis and N. gonorrhoeae DNA from urine specimens, as 

described in Aim 4. 
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Figure 25.  Lysis efficiency of N. gonorrhoeae and C. trachomatis spiked into human urine with and 

without pH modulation.  Modulated samples were treated with dry MES buffer to a final concentration 

of 100 mM and a pH <6.5.  All samples were compared to ACP treatment in buffer.  Averages of N=3 are 

reported with error bars representing +/- one standard deviation.  A. N. gonorrhoeae and B. C. 

trachomatis. 

 
3.4. Conclusions and Future Work 

This work evaluated the effectiveness of enzymatic and thermal lysis methods on bacterial 

samples in discarded human urine samples.  Though effective in less complex mixtures like nasal 

swabs56,123, the data above has shown that ACP treatment is highly sensitive to both pH and salinity 

of urine.  These sensitivities indicate it may not be a practical method of bacterial lysis for raw urine 

samples.  Thermal lysis is more effective in urine samples than enzymatic lysis and can results in 

equal recovery of amplifiable DNA compared to the gold standard method ofbead beating.  Thermal 

lysis is robust over a range of pH values and salinities.  When these methods are translated to porous 

membranes, however, the effectiveness decreases.  Heat can kill bacteria in porous membranes, but 
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releases minimal amplifiable DNA (more details on this in Aim 2).  Thermal lysis was also shown to 

be compatible with urine samples that had modulated pH; this result allowed for integration of lysis 

with a wide range of downstream processes, including pH-dependent DNA purification (see Aim 3 

for more details). 

Finally, 35 de-identified, discarded human urine samples were characterized to allow for better 

understanding of the factors that may influence assay performance.  Average sample pH was 6.3 

(SD=0.7, N=35), average salinity was 165 mM (SD=91 mM, N=35), average total nucleic acid (DNA 

and RNA) content was 8.0 ng/µL (SD=10.0 ng/µL, N=20), and average total dissolved solids was 31.2 

µg/µL (SD=22.8 µg/µL, N=10).  These characteristics are summarized in Appendix 2. 

These results were integrated with other sample preparation components to develop an 

automated system for processing complex samples.  Specifically, thermal lysis was linked with 

thermal DNA scission to develop a simple POC-compatible assay that simultaneously lyses cells and 

fragments the nucleic acids for use with porous membrane-based systems.  Future extensions of this 

work should evaluate the recovery of both RNA and proteins from pathogens in order to expand its 

usefulness to additional disease types. 

 

4. Specific Aim 2: Develop a POC-compatible gDNA fragmentation method 

Paper-based nucleic acid diagnostics have the potential to translate laboratory assays to simple-

to-use, point-of-care devices, but many prototypes of these systems still lack the ability to process 

realistic samples due to the inability of genomic-sized DNA to move through porous membranes 

used in these devices. For applications involving pathogen or human gene identification, the ability 

to fragment and transport DNA would provide more options for device design and broaden the 

range of applications.  

To address this challenge, this chapter describes the development and characterization of a 

method that combines cell lysis with DNA fragmentation to allow for lateral transport of genomic 

DNA through commonly-used porous membranes. This work was described in four subsections 

including: (i) demonstrating that varying heating times and temperatures allows for control of both 

lysis and fragmentation, (ii) evaluating these methods for multiple cell types and genome sizes, (iii) 

matching the experimental data to previously published models that describe both DNA 

denaturation and thermal scission, and (iv) using this method for semi-selective transport of 

pathogenic DNA over human DNA, which reduced the amount of interference in downstream 

applications. This method was easily automated and rapid, occurring in less than 10 minutes with 
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one user step. Initial assay validation was done with S. aureus and E. coli bacteria; studies were 

expanded to include mixed samples with N. gonorrhoeae and human epithelial cells.  This assay was 

integrated with the other components of the dissertation to develop an automated device for 

multiplexed detection of chlamydia and gonorrhea from urine samples.  

 

4.1. Background 

Paper-based nucleic acid diagnostics promise to convert laboratory assays to simple-to-use, POC 

devices. A major challenge associated with these systems is how to control the transport of genomic 

DNA (gDNA) or large fragment DNA (~1 Mbp) through or along the length of a membrane in order to 

perform additional assay steps. Previously published work has demonstrated the ability to purify and 

concentrate nucleic acids from complex samples50,140 and to amplify and detect in paper 

membranes71,138,141. These techniques rely on either DNA entanglement in the membrane to restrict 

the desired target to a specific location71 or the transport of small nucleic acid fragments such as 

RNA50 or pre-processed DNA6,140. Nucleic acid-based devices designed for POC use, however, must 

have the ability to process realistic samples, such as gDNA, directly from human or pathogenic cells.  

Recent reports have relied on DNA entanglement at the device inlet to demonstrate “sample-to-

result” assays that collect a sample and return a result with minimal user steps57,138,142. Although 

these methods have been successful, there are some notable limitations. First, they often require 

extensive washing of the nucleic-acid-capturing region to remove amplification inhibitors, which can 

increase time and device complexity143. Second, they require multiple user steps in order to properly 

deliver additional assay reagents or physically connect downstream detection systems, such as a 

lateral flow strip50,71. Third, systems that rely on DNA entanglement often require high volumes or 

concentrations of amplification reagents, increasing both the cost and complexity of a device. As an 

alternative to DNA entanglement, a simple-to-use method has been developed that enables lateral 

transport of DNA through porous membranes by employing fragmentation that relies on the 

application of heat. This method was designed to be directly compatible with POC devices that use 

nucleic acid amplification tests. In addition to entanglement, this work evaluated the potential 

effects of adsorption on DNA transport through porous membranes. It was hypothesized that DNA 

may adsorb directly to a porous substrate, or adsorption may be mediated by DNA-associated 

proteins.  

The major constraint of transporting gDNA through paper-based devices that rely on lateral flow 

is entanglement of large nucleic acid strands in the porous matrix. Bacterial pathogens have DNA 
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that is at least 1 Mbp (one million base pairs) in length, which, fully extended, is ~330 µm end-to-

end. Most bacterial cells, however, are only 1–20 µm long (E. coli is ~2 µm long), requiring the DNA 

to be compacted into structures called nucleoids. In E. coli, for example, nucleoids can range from 4–

15 µm long when extended during cell replication144,145 and are composed of looped regions with 

diameters of ~2 µm146  In its most compact state, E. coli DNA arranged as a nucleoid is approximately 

~1 µm long.  These studies measured nucleoide size during E. coli growth phases using microscope 

imaging.  Nucleoid structure can be disrupted by cell lysis or DNA extraction which can reduce 

compaction and greatly increase DNA end-to-end length147,148. In eukaryotic cells, DNA is compacted 

into chromosomes. In humans, these chromosomes are between 48–250 Mbp long; their length can 

range from 2–20 µm when compacted and 14,000–85,000 µm if fully extended149. 

Many commonly used porous membranes in lateral flow devices consist of entangled fibers that 

effectively form a matrix of interconnected cavities, or pores.  This structure describes the 

membrane (Standard 17) used in the MAD NAAT device for sample processing and amplification.  

The pores of Standard 17 membranes have dimensions in the range of ~10–100 µm150,151, but are not 

uniform throughout a material. Instead, membranes have a pore size distribution with some pores as 

small as 1 µm and some that are >100 µm. Because DNA structure is disrupted by lysis, the reduced 

compaction may result in limited transport of the DNA through a porous membrane. To compensate 

for the change in structure achieved by lysis , both bacterial and mammalian DNA require 

fragmentation after cell lysis to allow for lateral flow through commonly-used porous membranes 

such as Standard 17 or Fusion 5 (GE Healthcare Life Sciences). There are multiple theories describing 

the fragmentation, or scission, process of DNA. These theories are supported by different 

mechanisms that cause DNA fragmentation. 

Extensive research on the movement of DNA through complex porous media has been conducted 

using electrophoresis152,153. Specifically, pulsed-field gel electrophoresis (PFGE) was developed to 

improve the transport of large fragments of DNA (>15-20 kbp) through porous gels for improved 

chromatographic sizing154,152,155. The pore size of an agarose gel can range from 5x–30x smaller156 

than pores in Standard 17 and Fusion 5 membranes. PFGE, however, is assisted by the controlled 

application of electrical fields in several directions, which requires expensive equipment not easily 

adaptable to POC settings. Therefore, transport of DNA through porous membranes for diagnostic 

applications requires fragmentation that produces smaller pieces of DNA to flow through 

membranes driven only by passive flow. 
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DNA fragmentation methods. There are four main mechanisms used to fragment DNA: bond 

breakage through mechanical shear, enzymatic cleavage, chemical cleavage, and thermal 

scission98,157–159. Recently, these techniques have been used to prepare DNA libraries prior to cloning, 

however, many of these methods cannot easily be applied to POC devices or in porous membranes.  

The mechanical or physical based fragmentation methods rely on high shear to break the 

bonds between bases. There are multiple approaches that use mechanical-based fragmentation 

to control nucleic acid scission, and two of the most common are nebulization and 

sonication. Nebulization forces a solution containing DNA through small pores resulting in 

high shear stresses and aerosolization of the sample. The degree of fragmentation can be 

tuned through changes in the applied pressure160. Although simple to perform, nebulization 

can result in up to 30% loss of the starting DNA concentration161. Sonication produces 

hydrodynamic shearing, which creates shear force through the motion of different layers of 

fluid at varying velocities. Studies have shown sonication produces DNA fragments between 

1–4 kbp157,162. Larguinho et al. extensively compared the effectiveness of many of these 

physical fragmentation methods163 and although they work well to fragment gDNA, these 

methods often require expensive equipment or multiple user steps, which renders them 

incompatible with many POC applications157,160–163. 

Enzymatic fragmentation methods target cleavage sites via enzymes that recognize specific 

sequences or general structural characteristics of DNA. The most common form of sequence-specific 

fragmentation is through restriction endonucleases, which are a class of enzymes, each of which 

recognizes a specific sequence of DNA bases as the cleavage site78,164, Figure 26A. There are 

many commercially available restriction enzymes (RE) and they are most commonly used for 

cloning applications164. For more general fragmentation, a cocktail of RE can be used to 

target multiple ubiquitous sequences. Enzymes that fragment NA without sequence specificity, 

called nucleases, target cleavage of the phosphodiester bond between bases165, Figure 26B.  
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Figure 26. Enzymatic DNA fragmentation with A. 

sequence-specific restriction enzymes166 and B. 

general nucleases167. The phosphodiester bond is 

outlined in red. 

 

Common and commercially available nucleases include DNA fragmentase and 

deoxyribonucleases (DNases). According to New England Biolabs, DNA fragmentase creates 

100–2000 bp fragments in a time-dependent manner. DNA fragmentase combines two 

enzymes, one that nicks dsDNA and a second that recognizes nicked sites and cleaves the 

complementary strand168. The recommended protocol suggests heating at 37oC for up to 30 

minutes at neutral pH. Beyond these recommendations, there are few, if any, published 

reports detailing the sensitivity of DNA fragmentase to pH, salinity, or increased 

temperature. There are two main types of DNase169; DNase I nucleases target the 

phosphodiester bond adjacent to pyrimidines (C, T, and U bases)170,171, while DNase II 

nucleases do not preferentially cleave at specific nucleotides and are more effective at acidic 

pH172. It has been well demonstrated that enzymatic methods work effectively to fragment DNA, 

but the reagents can be expensive and, like most enzymes, require relatively narrow ranges of pH, 

temperature, and buffer concentration for optimal performance, making them incompatible for 

direct use in many realistic sample types.  

Chemical fragmentation methods rely on the formation of reactive oxygen species and specific 

reaction conditions to achieve reliable DNA cleavage173–178. These reactive oxygen species are often 

generated from hydrogen peroxide (H2O2) and are used to oxidize DNA, causing strand 

scission173. Bai et al. demonstrated that H2O2 treatment effectively fragments ssDNA and the 

degree of fragmentation is dependent on time, temperature, and H2O2 concentration174; they 

also showed, however, that hydrogen peroxide treatment alone was not sufficient to 

fragment dsDNA. To improve the efficiency of dsDNA fragmentation, divalent cations were 

added to the system because these metals have rich coordination and redox chemistry. 

Fenton chemistry describes the generation of hydroxide radicals from H2O2 in the presence 
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of transition metals such as Cu(I), Fe(II), Co(II), Ti(III), Cr(V), and Mg(II)174–176, as in the 

following reaction, (Equation 2. 

 

 

(Equation 2175) 

  

The metal ion, iron above, is oxidized from 𝐹𝑒2+
 

→ 𝐹𝑒3+ in the presence of H2O2, which 

generates a hydroxide free radial causing dsDNA fragmentation175. Although effective at 

fragmenting gDNA into sizes of ~100s kbp and less, this reaction still requires incubation for 

60 min at 37oC174. To help improve the rate of free radical generation, a reducing agent, such 

as sodium ascorbate, can be used to reduce the oxidized metal, 𝐹𝑒3+ above, back to the 

reduced state, 𝐹𝑒2+, and the cycle can begin again177,178, Figure 27. 

 

 
Figure 27. Fenton reaction with Fe(II)EDTA, H2O2, and ascorbic acid for DNA fragmentation178. 

Using this reaction mixture, Hakenberg et al. showed simultaneous enzymatic cell lysis 

and fragmentation of E. coli gDNA in 5 minutes at 60oC in a microchip format177. Although 

these studies are promising, there is currently limited published work detailing the effectiveness 

of chemical fragmentation methods in realistic samples with widely varying pH and salinities.  

Thermal scission of DNA has been studied since the early 1960s and involves two main 

mechanisms: hydrolysis of the phosphodiester backbone and depurination, which is followed by 

backbone hydrolysis. Depurination is the hydrolytic cleavage of purine bases. This cleavage pathway 

begins with the removal of a purine at the N-C bond that connects the 5-membered backbone ring to 
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the base. Depurination is followed by scission at the 3’ phosphodiester bond resulting in a strand 

break179,180. Lindahl et al. noted that the 3’ phosphodiester bond near an apurinic site is weakened, 

which results in a break in the backbone181. Hydrolysis of the phosphodiester backbone does not 

only occur at apurinic sites, but can also be a result of a nucleophilic attack by water on the oxygen-

phosphorus bond off the 3’ carbon182.  

The rates of depurination and backbone hydrolysis have been studied and differ greatly between 

single-stranded (ss) and double-stranded (ds) DNA. Unsurprisingly, dsDNA shows improved stability 

and reduced rates of thermal cleavage. For ssDNA, multiple research groups have demonstrated that 

increasing temperature, decreasing pH, and decreasing the ionic strength of the solution leads to 

increases in both depurination and backbone hydrolysis158,159,182–184. Additionally, the rates of these 

reactions have been separately quantified at elevated temperatures (79-100°C)158,185,186. The majority 

of these studies have focused on mammalian DNA that has been denatured through high 

temperature (95°C) or DNA-binding proteins. A few groups have extended these studies to scission of 

single-stranded, heat-denatured bacterial DNA. These results are consistent with studies of thermal 

scission of mammalian DNA that indicate elevated temperatures (79-100°C) lead to increases in 

scission events159,187.  

The main theories of DNA scission describe two important physical steps: first the denaturation 

of dsDNA to ssDNA, and second the rates of depurination and backbone scission. To understand and 

predict DNA scission, it is imperative to consider both of these steps because scission rates are 

significantly faster for ssDNA compared to dsDNA. The first step in the process is DNA denaturation, 

defined as the transitions from ssDNA to dsDNA. The time for denaturation is inversely related to 

temperature and proportional to the square of DNA size188,189, (Equation 3, where 𝝉 is time for full 

denaturation in seconds, 𝑻 is temperature in Kelvin, and 𝑴 is the molecular weight of a DNA strand). 

 

 

(Equation 3) 

 

This relationship predicts that increases in temperature and decreases in size will decrease the 

time required to denature a piece of dsDNA. The authors note that for very long pieces of DNA, 

human genomes for example, the predicted denaturation time by this model exceeds the expected 

time for replication which has led to the hypothesis that long DNA may exist in a partially denatured 
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state to allow for processes such as replication to occur that require the molecule be single-

stranded188.  

The second step in the thermal DNA scission model describes the rates of depurination and 

backbone hydrolysis. Both Ginoza185 and Hoff186 have described that the number of breaks due to 

thermal scission of ssDNA is proportional to length, (Equation 4, where 𝒑 is the number of scission 

events, 𝑵 is the number of nucleotides in the ssDNA strand, 𝒌 is the rate constant of scission, and 𝒕 is 

time in minutes186). Ginoza and Eigner have also described that the rate constant, 𝒌, is temperature 

dependent158,185. 

 

(Equation 4) 

 

These two relationships show that longer DNA pieces require longer time to denature from 

dsDNA to ssDNA. Once denatured, the resulting breaks in ssDNA will be greater for longer fragments. 

Therefore, there appears to be a balance between overall heating time, heating temperature, and 

initial length of the DNA strand to describe the resulting size of ssDNA fragments post thermal 

scission.   These theroies also assume the DNA is purified and fully unconstrained in dilute solutions.  

These assumptions are not true for realistic samples, like those used in this work.  Realistic samples 

have DNA constrained in cells, often with bound proteins, and solutions are not dilute or purified. 

Methods to measure DNA fragmentation. There are multiple techniques used to measure 

DNA fragmentation including the COMET assay, the Tunel assay, and pulsed field gel 

electrophoresis (PFGE). The COMET assay, also known as single cell gel electrophoresis, 

utilizes a dilute solution of cells and encapsulates them in agarose followed by lysis. Various 

enzymatic and chemical lysis procedures are compatible with this system, which requires 

reagents to diffuse into the agarose plug in order to lyse the cells190–192. Mechanical and 

thermal lysis methods, however, are not compatible with the COMET assay due to the high 

temperatures and forces that would break the agarose plugs and mix the cells, preventing 

single-cell identification and analysis. After lysis, the agarose plug is subjected to 

electrophoresis to assess DNA fragmentation. Because smaller DNA fragments  
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electrophoresis more quickly, more fragmentation indicates further movement of DNA 

through the gel194,195. The resulting shape looks like a comet 

with the cell as the head and the electrophoresed contents 

as the tail, Figure 28193. The ratio of head to tail size is used 

as a measure of DNA fragmentation. 

The original application for the COMET assay was meant 

to identify spontaneous cell death in a single eukaryotic 

cell194,195; clinically this assay is commonly used to 

determine damage to sperm DNA during fertility 

assessments196,197. Recent research has also adapted this 

technique to study DNA fragmentation in bacterial 

cells198,199 by preparing small, multi-layer agarose plugs that 

incorporate bacteria-specific lysis reagents200. Many of 

these reports focus on E. coli. 

Another common method used to identify DNA fragmentation is the Tunel assay, which 

utilizes an enzyme to detect nicks in dsDNA. When a nick is found, it is repaired with a 

modified base that can be fluorescently tagged201. This method focuses on DNA damage and 

fragmentation that arises from pre-apoptotic cells. The output is a semi-quantitative 

measurement where cells with more fluorescence have more nicked DNA. Similar to the 

COMET assay, the Tunel assay is most commonly used for intact cells to assess damage to 

sperm, but it can also be applied to fragmentation of bacterial DNA202,203.  

The resulting measurement from both the COMET and Tunel assays is the DNA 

fragmentation index (DFI) which quantifies the percentage of cells from a sample that have 

detectable fragmentation204. Determination of DFI requires the user to assess individual cells 

and although highly sensitive, does not give any indication of actual fragment size. 

Pulsed field gel electrophoresis (PFGE), on the other hand, is a widely used technique for 

determining the range of DNA fragment sizes in a sample. This technique was originally 

developed to improve the resolution of fragments larger than 15–20 kbp; with traditional 1D 

electrophoresis these large fragments become entangled in the gel near the sample input 

well, and show limited separation. In 1984, Schwartz et al. first demonstrated PFGE by 

applying pulses of an alternating voltage gradient from different angles around the gel which 

enabled long DNA molecules to overcome entanglement in gel matrix, Figure 29A154. This 

 

Figure 28. Example of the COMET 

assay for visualizing DNA 

fragmentation193. 
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variable pulsing helps distinguish DNA in the kbp to Mbp range because fragment size is 

proportional to the amount of time it takes a molecule to realign to the field direction152. This 

method has led to greatly improved resolution of large fragment sizes, Figure 29B, and the 

evaluation of gDNA fragmentation after cell lysis155.  

 

 
Figure 29. Pulsed field gel electrophoresis. A. Schematic205. B. Range of PFGE ladders206. 

Besides the ability to detect fragment sizes, some additional benefits of PFGE are the 

evaluation of a variety of samples that contain large DNA fragments and compatibility with 

multiple lysis techniques. One important challenge to note, however, is that high 

concentrations of DNA (1 µg, ~108 copies of gDNA) are needed for visualization. A summary 

comparing the COMET assay, the Tunel assay, and PFGE is presented in Table 4. 

 

Table 4. Comparison of different methods to analyze gDNA fragmentation. 

Assay Measurement 
Compatible with 

all lysis methods 

Quantification 

of fragment size 

Min required 

concentration 

COMET assay Cell-specific No No 50–100 cells 

Tunel assay Cell-specific No No 50–100 cells 

Pulsed field gel 

electrophoresis 
Total sample Yes Yes 

> 108 copies of 

gDNA 

 

DNA movement in porous membranes. In porous membranes, such as Standard 17 and 

Fusion 5, pore diameter can range from less than 1 micron to 100’s of microns. Genomic DNA 

from bacterial pathogens is often at least one million bases pairs (1 Mbp). As noted above, 

the length of a 1 Mbp genome is approximately 340 µm, which is too large, on average, to 

move through many of the pores in porous membranes. These mismatched scales require 

efficient fragmentation of gDNA for reliable transport through porous membranes. Fusion 5 

membranes are commonlyl used and they have moderate pore sizes which range from ~1-11 
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µm (according the the manurfacture207). Based on these size scales, the ideal fragmentation 

mechanism would produce transportable DNA fragments below ~50 kbp. 

If DNA is too fragmented, however, the desired gene for amplification may be cut, 

preventing downstream detection. The acceptable fragmentation range of ~10 kbp–50 kbp 

can be calculated based on the size of the membrane pores, the length of the amplicon, and 

the probability (P) of fragmentation in the amplicon region. These calculations were adapted 

from work by Dr. Erin Heiniger and are based on a fixed genome length (G), amplicon size (A), 

and a variable fragment size (F). 

 

𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡 𝑠𝑖𝑧𝑒 =  
𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑝𝑜𝑟𝑒 𝑠𝑖𝑧𝑒

𝑙𝑒𝑛𝑔𝑡ℎ 𝑝𝑒𝑟 𝑏𝑎𝑠𝑒 𝑝𝑎𝑖𝑟
=  

11 𝜇𝑚

3.4 Å
= 2.9𝑥104𝑏𝑝 

 

𝑀𝑖𝑛𝑖𝑚𝑢𝑚 𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡 𝑠𝑖𝑧𝑒 =  𝑃(𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 𝑖𝑛 𝑎𝑚𝑝𝑙𝑖𝑐𝑜𝑛 𝑟𝑒𝑔𝑖𝑜𝑛) =  
𝐺

𝐹
𝑥

𝐴

𝐺
=  

𝐴

𝐹
 

 

𝑤ℎ𝑒𝑟𝑒 
# 𝑏𝑟𝑒𝑎𝑘𝑠

𝑔𝑒𝑛𝑜𝑚𝑒
=  

𝑔𝑒𝑛𝑜𝑚𝑒 𝑙𝑒𝑛𝑔𝑡ℎ (𝐺)

𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡 𝑠𝑖𝑧𝑒 (𝐹)
 𝑎𝑛𝑑 

𝑎𝑚𝑝𝑙𝑖𝑐𝑜𝑛 𝑠𝑖𝑧𝑒 (𝐴)

𝑔𝑒𝑛𝑜𝑚𝑒 𝑠𝑖𝑧𝑒 (𝐺)
 

 

𝑃(𝑓𝑎𝑖𝑙𝑢𝑟𝑒) 𝑖𝑓 𝐴 = 100 𝑏𝑝 𝑎𝑛𝑑 𝐹 = 50 𝑘𝑏𝑝 →  
100 𝑏𝑝

50 𝑘𝑏𝑝
= 0.2% 𝑓𝑎𝑖𝑙𝑢𝑟𝑒 

𝑃(𝑓𝑎𝑖𝑙𝑢𝑟𝑒) 𝑖𝑓 𝐴 = 100 𝑏𝑝 𝑎𝑛𝑑 𝐹 = 10 𝑘𝑏𝑝 →  
100 𝑏𝑝

10 𝑘𝑏𝑝
= 1% 𝑓𝑎𝑖𝑙𝑢𝑟𝑒 

𝑃(𝑓𝑎𝑖𝑙𝑢𝑟𝑒) 𝑖𝑓 𝐴 = 100 𝑏𝑝 𝑎𝑛𝑑 𝐹 = 1 𝑘𝑏𝑝 →  
100 𝑏𝑝

1 𝑘𝑏𝑝
= 10% 𝑓𝑎𝑖𝑙𝑢𝑟𝑒 

 

Many of the cited studies have focused on purified ss- or dsDNA as their starting material, but 

preparation from cell-based samples requires the addition of a lysis step to expose the internal 

gDNA. To address this constraint, we have designed a method to integrate DNA fragmentation with 

cell lysis. This work is the first demonstration of an integrated lysis/fragmentation method to 

facilitate lateral transport of DNA through porous membranes. The information presented below can 

serve as a set of design rules for the development of nucleic acid-based POC devices. First, the 

effects of adsorption and entanglement on lateral DNA transport through porous membranes was 

explored. Second, it was demonstrated that increased heating time and temperature increased DNA 

fragmentation and transport through porous membranes, consistent with the models detailed 

above. Next, fragmentation and transport through a porous substrate for genomes with varying sizes 

was compared. Finally, mixed samples containing multiple cell types were used to demonstrate how 
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varying fragmentation conditions can allow for selective transport of bacterial v. mammalian DNA. 

Urine is the primary sample type of interest, therefore the lysis and fragmentation methods 

must perform well over large pH and salinity ranges, as discussed more in Aim 4.  This work is 

applicable beyond the demonstrations presented here.  Additional sample types and pathogens 

could be used to expand the scope of porous membrane-based devices that target gDNA.  

 

4.2. Methods 

Materials and Reagents. All reagents were prepared with sterile, molecular biology-grade water 

(Thermo Fisher Scientific, Waltham, MA, USA). Tris base, MES buffer, achromopeptidase (ACP, 

A3547), Tris/Borate/EDTA (TBE), phosphate buffered saline (PBS), 0.25% trypsin, Trypticase Soy Broth 

(TSB), and Lysogeny broth (LB) were purchased from Sigma Aldrich (St. Louise, MO, USA). Pre-poured 

chocolate agar plates were purchased from Fisher Scientific (Waltham, MA, USA). Proteinase K, 

SensiFAST probe No-Rox, and SensiFAST SYBR No-Rox kits were purchased from Bioline (Taunton, 

MA, USA). Mung bean nuclease and DNase I were purchased from New England Biolabs (Ipswich, 

MA, USA). The S. cerevisiae DNA ladder, pulsed-field certified agarose, and DNA sample loading dye 

were purchased from Bio-Rad (Hercules, CA, USA). The SYBR Safe gel stain was purchased from 

ThermoFisher Scientific (Waltham, MA, USA). The 10 mM Tris (pH 8), 50 mM MES (pH 5), 50 mM 

MES (pH 6.5), and 50 mM Tris (pH 8.5) buffers were prepared in sterile water and the pH values were 

adjusted using solutions of NaOH or HCl. A 20 U/µL solution of ACP from lyophilized stock was 

prepared in 10 mM Tris, pH 8, immediately before each experiment.  

Bacterial Cell Culture. Methicillin-resistant Staphylococcus aureus (S. aureus, strain 1770) was 

cultured in TSB and Escherichia coli (E. coli, strain K12) was cultured in LB. Both cultures were heated 

to 37°C with shaking (250 rpm). Secondary cultures were prepared from overnight cultures diluted 

1:100 in fresh medium and grown to mid-log phase (OD600 = ~2). After three hours of secondary 

culture, cells were pelleted by centrifugation at 13000 ×g for 3 minutes. The supernatant was 

decanted and the cells were resuspended in 1× volume of 10 mM Tris buffer, pH 8.  

Neisseria gonorrhoeae (N. gonorrhoeae, strain 19424) was cultured directly from frozen stock on 

chocolate agar plates at 36°C in a 5% CO2 environment. After 24-48 hours, colonies were collected 

from the plate and resuspended in 10 mM Tris buffer, pH 8. 

Mammalian Cell Culture. Freshly cultured HeLa cells (ATCC CCL-2) were obtained from 

collaborators in the Hybiske Lab in the Department of Microbiology at the University of Washington. 

To prepare the cells for experiments, culture media was removed and cells were washed with an 
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equal volume of PBS, followed by treatment with 0.25% trypsin with shaking at 37°C for 15 minutes. 

Detached cells were pelleted by centrifugation at 13000 ×g for 3 minutes. The supernatant was 

decanted and the cells were resuspended in 1× volume of 10 mM Tris buffer, pH 8.  

Cell Lysis and Fragmentation of gDNA. Aliquots of 10 µL of freshly cultured cells (bacterial or 

mammalian) were added to 90 µL of either buffer only (10 mM Tris buffer, pH 8) or buffer with 

enzyme (10 mM Tris buffer, pH 8, with ACP at a final concentration of 0.5 U/µL). Buffer with enzyme 

samples were incubated at room temperature for 2 minutes prior to heating. All samples were 

heated to either 85, 87.5, 90, 92.5, or 95°C for 0–30 minutes. After treatment, samples were allowed 

to flow laterally through a porous membrane. Additionally, a subset of samples was subjected to 

pulsed-field gel electrophoresis (PFGE), proteinase K treatment, and entanglement studies (see 

below).  

Porous Membrane Test Card Construction. All porous membranes and test card materials were 

cut using a CO2 laser (Universal Laser Systems, Scottsdale, AZ, USA). The untreated and unbacked 

Fusion 5 and FF80HP nitrocellulose were purchased from GE Healthcare Life Sciences (Niskayuna, NY, 

USA). Glass fiber 8964 was purchased from Ahlstrom (Helsinki, Finland) and CFSP223000 cellulose 

was purchased from EMD Millipore (Billerica, MA, USA). 

Test cards were made with 0.254 mm-thick plastic backing with adhesive (10 mil Melinex with T-

5501 adhesive on one side, Fralock, Valencia, CA, USA). Test cards were assembled by using the 

adhesive layer of the plastic backing to hold the Fusion 5 porous membrane in place. The test cards 

were also laser-scored with 1 cm markings for easy membrane sectioning. Control experiments were 

performed to ensure the adhesive layer of the plastic backing did not inhibit the qPCR. 

Adsorption of DNA Fragments to Porous Membranes. A 1 cm × 1 cm section of membrane (either 

Fusion 5, nitrocellulose, glass fiber, or cellulose) was filled to fluid capacity with sample containing 

1×105 copies of fragmented DNA. This DNA was purified from S. aureus cells that had been treated 

with ACP at room temperature followed by heating to 95°C for 10 minutes. After this treatment, the 

concentration of DNA was quantified by qPCR. The sample was pipetted directly into the center of 

the membrane. After 5 minutes at room temperature, fluid was collected by placing the membrane, 

along the axis parallel to flow, in a 0.6 mL microcentrifuge tube with a hole in the bottom. The small 

microcentrifuge tube was then placed in a larger (1.7 mL) microcentrifuge tube; the samples were 

then centrifuged at 10000 ×g for 3 minutes. The collected elution volumes were measured, and the 

amount of DNA recovered from each elution was quantified with qPCR to determine the fraction of 

the DNA remaining in the membrane. Retention was tested in three different buffers across a range 



www.manaraa.com

of pH values: 50 mM MES at pH 5, 50 mM MES at pH 6.5, and 50 mM Tris at pH 8.5. Additionally, 

“blank” samples (buffer only, containing no DNA) were added to each membrane, and the fluid spun 

out of the membranes was tested to determine whether any chemicals from the membrane affected 

the qPCR assay.  

Lateral Flow Through Porous Membranes. After lysis and fragmentation, 40 µL of each sample 

was wicked into a 1 cm × 4 cm Fusion 5 porous membrane to characterize the effect of 

fragmentation on DNA transport. The samples were chased with 120 µL of a 10 mM Tris, pH 8, to 

saturate the fluidic capacity of the membrane. 

After the Fusion 5 was fully saturated with fluid, membranes were cut into two 1 cm × 2 cm 

sections: “Retained” and “Transported.” Fluid was collected from these sections as described above 

and in Figure 30. The collected elution volumes were measured and the recovery of DNA was 

quantified using qPCR. 

 

 

Figure 30. Experimental schematic to assess fragmentation of DNA and transport through porous 

membranes. After in-tube lysis and fragmentation experiments, sample and wash solutions were wicked into 

the membranes. Once the membranes were saturated, membrane sections were placed into a tube vertically 

and fluid was collected via centrifugation along the axis parallel to flow. Some samples were also qualitatively 

analyzed with PFGE after in-tube lysis and fragmentation to assess the distribution of DNA fragment sizes. 

 

Enzymatic and chemical DNA fragmentation in tube. Freshly cultured bacterial cells (MSSA or E. 

coli) were diluted 10-1 in 1x TE buffer (10 mM Tris, 1 mM EDTA, pH 8) or water. The first set of 

experiments involved treating samples with ACP at room temperature for 2 minutes followed by 

heating to 85–95oC for 0–10 minutes. Additional samples were subjected to bead beating as 

described above. The second set of experiments involved treating E. coli gDNA with varying amounts 
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of DNase I, hydrogen peroxide, divalent cations, and/or ascorbic acid. The 25 µL DNase I reactions 

occurred at room temperature for 5 minutes. For some samples, the treatment was stopped by 

adding 25 mM EDTA followed by heat deactivation at 65oC for 10 minutes; this protocol was 

provided by the Invitrogen DNase I kit208. Treatment with hydrogen peroxide, divalent cations, 

and/or ascorbic acid, known as the Fenton Reaction, was performed as described in the literature by 

Hakenberg et al. at 60 or 65oC for 5 minutes.177 Some reactions were stopped using 100 mM urea 

and 20 mM EDTA. For all experiments, fragmentation was quantified using PFGE. 

DNA fragmentation in porous membranes. Fragmentation was also tested in porous membranes. 

Freshly cultured bacterial cells (MSSA or E. coli) were treated with ACP in tube, Figure 31A,B, or in 

membrane, Figure 31C,D, at room temperature for two minutes. Some of the tube samples were 

added to Standard 17 glass fiber members followed by a wash buffer to fill the paper, Figure 

31E,F,G. All samples, tube or membrane, were heated for 0 or 5 minutes at 95oC. 
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Figure 31. Schematic of DNA fragmentation experiments. 

 

Proteinase K Treatment. A subset of samples was treated with proteinase K (PK) to digest 

proteins prior to flow through porous membranes. After lysis and fragmentation, these samples were 

placed in a refrigerator at 4°C for 10 minutes. After cooling, PK was added (final concentration of 50 

µg/µL) and the samples were heated to 50°C for 10 minutes, for optimal enzyme activity, followed by 

heating to 75°C for 10 minutes to deactivate the enzyme. This protocol was adapted from the Bioline 

product manual209. After PK treatment, samples were wicked laterally into a porous membrane as 

described above.  

Elution of Entangled DNA Fragments from Porous Membranes. After flow of samples through 

porous membranes and collection of fluid via centrifugation, the dried membranes were placed into 

100 µL of 10 mM Tris buffer, pH 8. The solutions were heated overnight at 50°C with shaking in an 

attempt to elute entangled or adsorbed DNA from the membranes. Negative controls of membranes 
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without any DNA were also included to ensure there was no PCR inhibitor released from the 

membranes. Finally, samples were pulse-vortexed 10 times. After treatment, the amount of DNA in 

each sample was quantified by qPCR. 

Nuclease Treatment to Quantify Amount of ssDNA v. dsDNA. In order to quantify the amount of 

ssDNA and dsDNA in a sample following lysis and thermal fragmentation, a subset of samples was 

treated with mung bean nuclease, which selectively digests ssDNA. After lysis and fragmentation (10 

minutes heating at 95C̊) of either E. coli or S. aureus, samples were slow-cooled at room temperature 

(slow, liquid) or fast-cooled (fast, liquid) on ice for 10 minutes. Additionally, samples were fast-cooled 

by immediately adding them to Fusion 5 membranes (fast, membrane) at room temperature. The 

membrane-cooled samples sat for 5 minutes followed by fluid collection via centrifugation at 10,000 

×g rpm for 3 minutes. 

These samples (slow, liquid; fast, liquid; and fast, membrane) were then treated with 1 U of mung 

bean nuclease in 1× mung bean nuclease reaction buffer for 30 minutes at 30°C, as recommended by 

the manufacturer. After nuclease treatment, the remaining DNA was purified by ethanol 

precipitation and quantified by qPCR. These experiments also included three controls: no nuclease 

treatment (100% input control), no nuclease treatment and recovery from membrane (to control for 

potential losses due to interactions with the membrane), and DNase I control (negative control, 

DNase I should digest all of the DNA in a sample). 

Pulsed-Field Gel Electrophoresis. PFGE was used to determine the range of fragment sizes of DNA 

after treatment. A 1.0 agarose gel was prepared in 0.5× TBE buffer and set overnight at 4°C. Gels 

were run using the BioRad CHEF Mapper XA System (Hercules, CA, USA) in a cold room (4°C) in 0.5× 

TBE running buffer. Agarose plugs containing the high molecular weight S. cerevisiae DNA ladder 

were loaded into the gel before submerging in running buffer. Liquid samples were added to the gel 

with sample loading buffer (1:5 sample:loading buffer). The “Auto-Algorithm” function was used with 

an input size range from 50 kbp to 1000 kbp, all other conditions were unaltered from the automatic 

settings. Gels ran for ~27 hours and were stained in a 1× solution of SYBR Safe in 0.5× TBE for 20 

minutes with shaking. Gels were de-stained for 10–15 minutes in DI water, then imaged with the 

BioRad Gel Doc EZ System (Hercules, CA, USA). 

qPCR. S. aureus DNA was quantified with a qPCR kit for the ldh1 gene provided by the ELITech 

Group (ELITech Group Molecular Diagnostics, Bothell, WA, USA). The 20 µL reactions were run on a 

Bio-Rad CFX real-time PCR instrument (Hercules, CA, USA) using the following protocol: 50°C hold for 

2 minutes, 93°C hold for 2 minutes, 45 cycles of 93°C for 10 seconds, 56°C for 30 seconds, and 72°C 
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for 15 seconds, ending with final elongation step at 72°C for 5 minutes. Fluorescence data were 

collected during the 56°C annealing step in the Texas Red channel. The qPCR results were analyzed 

using the automated threshold cycle (CT) value calculation in the Bio-Rad software (Hercules, CA, 

USA). This assay was sensitive down to ~10 copies of the target sequence. Assay primer and probe 

sequences can be found in Appendix 1. 

E. coli DNA recovery was quantified with qPCR for the rodA gene131 and NG DNA recovery was 

quantified with qPCR for the porA gene132 using the SensiFAST probe No-Rox kit from Bioline 

(Taunton, MA, USA). The 20 µL reactions were run on a Bio-Rad CFX real-time PCR instrument 

(Hercules, CA, USA) using the following protocol: 95°C hold for 3 minutes, 40 cycles of 95°C for 10 

seconds, 60°C for 30 seconds. Fluorescence data were collected during the 60°C annealing step in the 

FAM channel. The qPCR results were analyzed using the automated threshold cycle (CT) value 

calculation in the Bio-Rad software (Hercules, CA, USA). These assays were sensitive down to ~10 

copies of the target sequences. Assay primer and probe sequences can be found in Appendix 1. 

HeLa DNA recovery was quantified with qPCR for the β-globin gene210 using the SensiFAST SYBR 

No-Rox kit from Bioline (Taunton, MA, USA). The 20 µL reactions were run on a Bio-Rad CFX real-time 

PCR instrument (Hercules, CA, USA) using the following protocol: 95°C hold for 5 minutes, 40 cycles 

of 95°C for 30 seconds, 58°C for 30 seconds and 72°C for 1 minute. Fluorescence data were collected 

during the 58°C annealing step in the FAM channel. The qPCR results were analyzed using the 

automated threshold cycle (CT) value calculation in the Bio-Rad software (Hercules, CA, USA). This 

assay was sensitive down to ~10 copies of the target sequence. Assay primer and probe sequences 

can be found in Appendix 1.  

 

4.3. Results and Discussion 

The ultimate goal of this work was to design POC-compatible methods that allow reliable 

transport of DNA laterally through porous membranes like those used in lateral flow tests. These 

methods were designed to directly integrate with devices that use nucleic acid amplification tests138. 

Transport was measured in two ways: 1) quantitatively measuring the amount of DNA that was 

transported laterally through a membrane after a thermal fragmentation treatment, by qPCR (see 

Figure 30); and 2) qualitatively assessing the distribution of DNA fragment sizes by PFGE.  

All samples used in this work began as intact bacterial or mammalian cells to mimic real-world 

samples; therefore, all samples required a lysis step to access the DNA. DNA was not isolated prior to 

fragmentation for two reasons. First, nearly all lysis and nucleic acid (NA) purification assays 
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inherently fragment DNA, which would unintentionally bias the starting sample prior to testing 

intentional fragmentation treatments. For example, many enzymes are used to lyse cells, but lytic 

enzymes often require heat denaturation or NA purification prior to qPCR analysis. Second, realistic 

samples have intact cells, so using cells as the starting material better represents expected 

conditions in the application of these methods.  

Two metrics were used to evaluate gDNA transport. The first metric, Percent Normalized 

Transport, removes potential variation in lysis between samples by normalizing transport to lysis 

efficiency, (Equation 5. This metric isolates the effects of fragmentation on DNA transport through 

membranes.  Lysis efficiencies were quantified by qPCR. 

 

 

(Equation 5) 

 

The second metric, Percent Absolute Transport, does not normalize to lysis efficiencies, (Equation 

6. This metric therefore combines the effect of both lysis and fragmentation when processing the 

DNA from a sample.  This measure was especially important for samples with multiple cell types that 

may have very different lysis efficiencies.  

 

 

(Equation 6) 

 

For example, a sample with 100 cells and an 80% lysis efficiency would have 80 copies of the DNA 

available for fragmentation. If 60 of these copies transported through the membrane, then the 

Percent Normalized Transport would be 75% [60 copies recovered from membrane / (100 input 

copies × 80% lysis) = 60/80 = 75%]. The Percent Absolute Transport, however, would only be 60% [60 

copies recovered from membrane / 100 input copies = 60/100 = 60%]. 

There are many parameters that could be varied to determine their effect on DNA fragmentation 

and transport through porous membranes.  In this work, the three main variables that were 

evaluated were reaction time, reaction temperature, and cell type which relates to DNA length.  

These three factors were selected because the literature and published equations (Equation 3 and 

(Equation 4) indicate a direct effect on fragmentation.  Also, reaction time and temperature are 

directly controllable by assay users.  Cell type is not controllable, but these methods are being 

designed for use with real samples in order to develop bacterial diagnostic assays.  Real samples 
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contain mixtures of both bacterial and human cells; therefore exploring fragmentation in these 

different cell types directly translates to useful information for the desired application. 

 

4.3.1. Thermal DNA fragmentation in tube. Initial experiments began by screening multiple 

fragmentations methods to determine feasibility. These included enzymatic, chemical, and thermal 

scission. Mechanical fragmentation methods were ruled out due to the complexity and expense of 

required equipment such as bead beaters or sonicators.  

Preliminary work by Dr. Xiaohong Zhang and Dr. Joshua Bishop involved quantifying the 

distribution of amplifiable DNA in a glass fiber membrane after lysis of MSSA cells (ACP treatment 

followed by heating at 95oC for 10 minutes). Their work demonstrated that ~65% of the input DNA 

was able to successfully flow through the membrane to the end of the strip. The other 35% was 

distributed from the inlet through the middle of the membrane. These results were quantified with 

qPCR which does not measure gDNA fragment sizes. Based on this preliminary work, the effect of 

fragmentation on DNA’s ability to flow through porous membranes was investigated. This work was 

performed in either Standard 17 (a glass fiber membrane) or Fusion 5 (a membrane of proprietary 

constitution), both are commercially available. Both of these membranes have pore size distributions 

ranging from 1-100 microns, with Standard 17 generally having larger pores than Fusion 5. 

Based on these pore size distributions, DNA 

fragments below ~250 kbp should flow freely 

through the membranes. To test this theoretical 

threshold, fragmented gDNA from freshly cultured 

MSSA cells were flowed through small pore (FF80HP 

nitrocellulose) and large pore (Standard 17 glass fiber) 

membranes. DNA length was assessed using PFGE. On 

average, both nitrocellulose and glass fiber 

membranes permitted flow of fragments below ~50 

kbp, Figure 32.  

Initial demonstration of thermal fragmentation of 

DNA and transport through porous membranes was 

performed with E. coli and S. aureus, which are Gram-

negative and Gram-positive pathogens, respectively. 

Both types of bacteria were studied to evaluate and 

 

Figure 32. PFGE to determine range of 

fragment sizes that flowed through 

nitrocellulose (NC) and glass fiber (GF) 

membranes. 
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compare the effects of thermal fragmentation for pathogens with divergent biology.  Samples 

containing one of these pathogens were treated with ACP, a mixture of lytic enzymes123,155, for 2 

minutes at room temperature, followed by heating to 95°C for 10 minutes. 95°C was chosen as the 

target temperature because boiling or near-boiling temperatures are easy to achieve with POC 

devices and they effectively denature ACP211. Figure 33 shows the results from this study. For both 

pathogens, the Percent Normalized and Percent Absolute Transports are roughly equivalent, Figure 

33A, because the lysis efficiencies for these conditions were ~100%. A higher percentage of 

fragmented DNA from S. aureus cells transported effectively through the membrane compared to 

DNA from E. coli cells. These differences in transport will be discussed in a later section.  

The distribution of DNA fragments was also qualitatively assessed using PFGE, Figure 33B. This 

image shows two conditions for both E. coli and S. aureus. The “ACP only” condition lyses the cells, 

but does not significantly fragment the DNA, as observed by the high concentration of DNA in the 

wells compared to the rest of the lane (note that the red color of the wells are saturated pixels; 

saturation indicates the presence of high DNA concentrations, also data is presented in Figure 37 and 

Figure 38 to show effective lysis but limited transport due to limited DNA scission). The “ACP + heat” 

conditions were first treated with ACP at room temperature followed by heating to 95°C for 10 

minutes. For both pathogens under the “ACP + heat” condition, there is significantly less DNA 

observed in the wells than for the “ACP only” condition. 

Under these treatment conditions, the average size of S. aureus DNA fragments is smaller than 

the E. coli DNA fragments because some large-fragment E. coli DNA remained in the wells, while the 

S. aureus-containing “ACP + heat” wells had very little visible DNA. These differences will be further 

discussed in the following sections. 
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Figure 33. Methods for analyzing thermal gDNA fragmentation and transport through porous membranes 

using E. coli and S. aureus pathogens. A. Comparing two quantitative measurements of transport: Percent 

Absolute Transport (Absolute) and Percent Normalized Transport (Normalized). For this data, the lysis 

efficiencies for both pathogens were ~100% so the two transport quantification methods showed the same 

results. These data were collected using Fusion 5 membranes. Averages of N=6 (N=3 from two separate 

cultures) are reported with error bars representing standard error. B. PFGE comparing “ACP only” and “ACP + 

heat” lysis samples. Under these treatment conditions, the average size of S. aureus DNA fragments is smaller 

than the E. coli DNA fragments because some large fragment E. coli DNA remained in the wells while the S. 

aureus-containing “ACP + heat” wells had no visible DNA. Note that the red color of the wells in the upper part 

of the gel are saturated pixels, indicating the presence of very high concentrations of DNA.  

4.3.2. Enzymatic and chemical fragmentation in tube. Experiments involving enzymatic and chemical 

fragmentation included treatment with DNase I or Fenton reagents (Fe2+ with H2O2 and ascorbic 

acid), respectively. The goal of these initial attempts was to reproduce previously published data that 

detailed fragmentation of E. coli177. For these experiments, freshly cultured MSSA cells were treated 

with ACP at room temperature followed by one minute of enzyme heat-deactivation at 95oC. The 

short heat-deactivation was designed to help kill the enzyme without significantly fragmenting the 

gDNA. The samples were allowed to cool to room temperature followed by treatment with DNase I 

or the Fenton reaction, as described above. Resulting fragmentation was assessed through PFGE. 

The first two rounds of experimentation did not produce quantifiable gel results. Figure 34 

shows the resulting gel from a Fenton fragmentation experiment. Based on published literature, the 

samples treated with Fe(II)SO4, H2O2, and ascorbic acid should produce the most fragmented DNA 

during the 5-minute experiment. Samples without ascorbic acid should not fragment well during this 

short time because ascorbic acid helps increase the rate of the reaction178. The ladder shows up well, 
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but the rest of the lanes show little product. Either the initial input concentration was too low to 

visualize or the treatments had no effect on the gDNA size. The intensity of bands in the wells (top of 

the gel with red pixels indicating image saturation) showed that there was likely a sufficient 

concentration of DNA, but limited fragmentation.  

  

 
Figure 34. Fragmentation of E. coli gDNA in tube from the Fenton reaction. None of the treatments 

showed significant fragmentation. 

Additional rounds of treatment with DNase I or Fenton reagents resulted in similarly poor 

fragmentation. Based on the initial results presented above, thermal scission was selected as the 

fragmentation method for this point-of-care focused application. Additionally, thermal 

fragmentation requires a significantly less complex heating profile than either enzymatic or chemical 

fragmentation. Table 5 summarizes these results. All methods were compared to bead beating as 

the gold standard method. 
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Table 5. Summary of gDNA fragmentation in tube. *Bead beating treatment heating is a result of the violent 

agitation method and was not directed measured. **Gel results were not resolvable so the extent of 

fragmentation could not be quantified. 

Treatment Heating Time (min) 
Heating 

Temperature (oC) 
% Transportable fragments 

(Standard 17 glass fiber) 

Bead beating 
3x 1 min cycles 

(during agitation) 
Not measured* ~60 % 

ACP no heating n/a n/a 20–40 % 
ACP with heating 5 – 10 min 95oC 50–100 % 
Fenton reaction 5 min 65oC > 10 % 

DNase I 5 min 65oC Could not quantify** 

 

4.3.3. Effect of adsorption versus entanglement on gDNA transport through porous membranes. After 

the initial demonstrations, experiments were performed to test the hypothesis that transport of DNA 

through porous membranes was dependent on the extent of gDNA fragmentation. Competing 

hypotheses were considered that might explain a lack of transport: adsorption to the membrane 

matrix by DNA or DNA-associated proteins (which should not depend on the length of the DNA 

strands) or DNA entanglement (which should be reduced as the mean fragment size is reduced by 

fragmentation). 

DNA adsorption was evaluated in four different membranes (FF80HP nitrocellulose from GE 

Healthcare Life Sciences, Fusion 5 from GE Healthcare Life Sciences, CFSP223000 cellulose from EMD 

Millipore, and Standard 17 glass fiber from GE Healthcare Life Sciences) using three buffers with 

varying pH values (5, 6.5, and 8.5) that spanned the range observed in human samples such as 

urine120. The DNA used in these experiments was purified from S. aureus cells and fragmented by 

heat in order to remove the potential confounding effect of DNA entanglement.  

For both the cellulose and glass fiber membranes tested, adsorption to the membrane was pH-

dependent, lower pH values resulted in reduced recovery of DNA indicating higher amounts of DNA 

adsorption. The DNA added to both nitrocellulose and Fusion 5 was recovered at all three pH values 

tested indicating little-to-no adsorption, Figure 35. 
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Figure 35. Adsorption of DNA in porous membranes. Heat-fragmented S. aureus DNA was diluted in 

buffer (pH 5, 6.5, or 8.5) and added directly to 1 cm × 1 cm membranes. Samples sat at room 

temperature for 5 minutes followed by fluid collection by centrifugation at 10,000 ×g for 3 minutes. 

Elution volumes were measured and the total amount of recovered DNA was quantified  by qPCR. 

Recoveries were adjusted for elution volume: % recovery = [qPCR output (copies/µL) × elution 

volume (µL)] / input (copies). Averages of at least N=4 are reported with error bars representing 

standard error of the mean. Buffers containing no DNA (“Blank samples”) were also added to and 

eluted from the membranes to test for any effects on qPCR. The Blank samples eluted from the 

nitrocellulose membranes showed slight enhancement of qPCR signals which may explain both the 

variability and the observed recovery for DNA from nitrocellulose.  

These results were consistent with our understand of the material properties because both 

nitrocellulose and Fusion 5 are negatively charged, and therefore are unlikely to adsorb DNA151. 

However, DNA recovery from nitrocellulose was variable and elutions of only buffer (no DNA added) 

showed slight enhancement of the qPCR signal. Based on these considerations, Fusion 5 was 

selected as the material for the remaining experiments detailed below.  

DNA is not the only molecule that can adsorb to the membrane. It is well known that proteins 

can readily adsorb to porous membranes depending on the buffer conditions48,151,212; because 

cellular gDNA is coated with proteins, a protein coating could play a role in reducing DNA transport. 

To test this hypothesis, samples were treated with proteinase K (PK) after initial lysis and heat-

based fragmentation. Short (2 minutes) and long (8 minutes) heating times were compared for four 

different cell types: N. gonorrhoeae, S. aureus, E. coli, and human epithelial cells. After PK treatment, 
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the samples were allowed to flow laterally through Fusion 5 membranes, after which DNA recovery 

from different membrane sections was quantified (Percent Normalized Transport). For all four cell 

types at both heating times, there was no observable difference between samples with or without 

PK treatment, Figure 36, indicating that presence of protein on the DNA does not significantly affect 

transport of DNA through Fusion 5 membranes under these assay conditions. 

 

 

Figure 36. Effect of proteinase K (PK) treatment on samples post lysis and thermal fragmentation. All samples, 

expect MRSA, were lysed by heating to 95oC for either 2 or 8 minutes; MRSA was treated with ACP for 2 

minutes at room temperature prior to heating to 95oC. For all samples and heating times tested, treatment 

with PK does not improve flow through the porous membrane suggesting that proteins in the sample are not 

significantly contributing to DNA movement. Averages of N=3 are reported with error bars representing 

standard error. A. N. gonorrhoeae, B. MRSA, C. E. coli, and D. HeLa epithelial cells. 

 

For the samples in Figure 33, less than 75% of the E. coli DNA was recovered from the membrane 

while nearly 100% of the S. aureus DNA was recovered. Based on the genome sizes of the bacterial 

strains used in this study (E. coli ~5 Mbps and S. aureus ~2.5 Mbps), the known pore size distribution 

of the Fusion 5 membrane, and the models that describe the length dependence of DNA 

denaturation and scission, it was hypothesized that the E. coli DNA fragments were, on average, 

larger than the S. aureus fragments. These larger E. coli DNA fragments were entangled in the 

membrane. This entanglement would prevent the large DNA fragments from transporting through 

the membrane and being eluted during centrifugation. To test this hypothesis, membranes were 
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saved after elution and placed in buffer. These samples were then heated overnight at 50°C with 

shaking in an attempt to elute unrecovered DNA from the membranes. The effects of the overnight 

treatments were then characterized via qPCR. 

After overnight treatment, the E. coli samples had 25% (SE 4.6%, N=3) of the input DNA 

remaining entangled in the membrane after transport and collection while the S. aureus samples had 

only 2.0% (SE 0.6%, N=3). These data support the information presented in Figure 33 because nearly 

100% of the S. aureus DNA was recovered from transport and only 2% was recovered from the 

overnight treatment. The results from Figure 33 also showed ~75% of the E. coli DNA was recovered 

from transport and the remaining ~25% from the overnight treatment.  These data combined 

resulted in ~100% recovery of input DNA from both pathogens. 

Finally, the amount of ssDNA vs. dsDNA in a sample after lysis and thermal scission was 

quantified to determine the output of those processes prior to introduction to a porous membrane. 

The literature indicates that the rate of thermal fragmentation of ssDNA is significantly faster than 

that of dsDNA158,185,186. All samples in our work were heated to 95°̊C, suggesting that the majority of 

the DNA should be single-stranded.  

After lysis and fragmentation at 95°C for 10 minutes, both E. coli and S. aureus DNA were treated 

with mung bean nuclease, which specifically degrades ssDNA. If the above hypothesis is true – that 

the majority of the DNA should be single-stranded – then this nuclease should digest the majority of 

the DNA in the sample, resulting in low yields by qPCR. For both pathogens, this was exactly what 

was observed; after mung bean treatment, less than 10% of E. coli DNA remained and less than 3% 

of S. aureus DNA remained. These results indicate that after lysis and thermal fragmentation at 95°C, 

followed by a period of 5 minutes or less at room temperature, over 90% of the DNA in these 

samples was still single-stranded.  

The observed difference between E. coli and S. aureus is consistent with the denaturation model 

described above, which notes that time for denaturation is dependent on the square of DNA length. 

The E. coli DNA used in these studies was ~2× longer than the S. aureus DNA, therefore we expected 

more E. coli dsDNA than S. aureus dsDNA, which is what these results show. 

 

4.3.4. Effect of heating time on DNA fragmentation and transport through porous membranes. After 

performing the experiments probing the mechanisms of effective transport discussed above, the 

effects of varying sample heating times at 95°C on fragmentation of DNA and transport through 

porous membranes was characterized. Based on previously published literature and the initial 
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experiments above, it was hypothesized that increasing heating times would result in increased 

fragmentation and transport of DNA through a membrane. Additionally, an important goal of this 

aim was to understand the impact of heating time on fragmentation to guide assay design.  

Samples containing either E. coli or S. aureus bacteria were heated for 0–10 minutes followed by 

flow through Fusion 5. In order to decouple the effects of lysis and fragmentation, Percent 

Normalized Transport was used as described above, (Equation 5).  For the conditions presented in 

Figure 38 below, all lysis efficiencies were >80%, Figure 37.  

 

Figure 37. Lysis efficiencies for various methods and heating times at 95oC. Treatment with ACP + 10 

minutes of heating was set to 100% (dashed red line) for each pathogen tested. In general, lysis 

efficiencies were similar for each condition. Samples treated with ACP could not have a 0 min heat 

condition because the non-denatured enzyme inhibits qPCR. The average of N=6 (N=3 from two 

independent cultures) is reported with the error bars representing standard error. A. E. coli treated 

with and without ACP, and B. MRSA treated with ACP. 

 

For both pathogens, increased heating time resulted in a higher Percent Normalized Transport, 

Figure 38, indicating a higher degree of fragmentation. These results were also verified by PFGE, 

Figure 39. After 4 minutes, there is little additional observed fragmentation. These results are 

consistent with the theory described by Ginoza and Hoff that longer heating times results in more 

scission events which would lead to smaller DNA fragments. Smaller fragments should transport 

more effectively through porous membranes. Therefore, transport is directly proportional to heating 

time. 
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Figure 38. Effect of heating time on DNA fragmentation and transport through porous membranes. Averages of 

N=6 (N=3 from two independent cultures) are reported with error bars representing standard error. Samples 

treated with ACP and no-heat cannot be quantified because the non-denatured enzyme inhibits qPCR. A. E. coli 

treated with and without ACP, and B. S. aureus treated with ACP. S. aureus is not susceptible to thermal lysis. 

 

Figure 39. Example PFGE for varying E. coli heating time at 95C̊. E. coli 

containing samples were treated with ACP at room temperature for 2 minutes 

followed by heating to 95C̊ for 0-10 minutes. A qualitative assessment of 

fragmentation was visualized using PFGE with N=3 samples per heating time. 

As heating time increased, the amount of DNA retained in the wells decreased. 
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E. coli treated with or without ACP did not show any difference in transport, indicating that the 

enzyme does not significantly affect DNA fragmentation in this assay. Experiments with ACP and no 

heat were not performed because ACP that is not heat-deactivated inhibits qPCR. 

E. coli is Gram-negative, with a thin cell wall making it susceptible to thermal-based lysis without 

ACP. S. aureus, however, is Gram-positive; the thick cell wall composed of peptidoglycan is 

comparatively resistant to thermal lysis123. ACP was used to lyse S. aureus and make the DNA 

available for thermal fragmentation123,211. 

There was a significant difference in transport of E. coli vs. S. aureus DNA when comparing across 

heating times. For example, the maximum percent transported for E. coli was ~75% for 10 minutes of 

heating at 95°C whereas S. aureus heated at the same temperature for the same amount of time 

resulted in ~100% transport.  

This suggested that heating the E. coli sample for longer would result in more fragmentation and 

therefore a higher percentage that transports through the membrane. To test this hypothesis, 

samples were heated for up to 30 minutes at 95°C followed by immediate flow laterally through 

Fusion 5. Fluid was collected from the membrane as described above and transport was quantified. 

The results from the experiment support this hypothesis and show that the extended heating times 

do result in a higher percent of E. coli DNA (~65% for 5 minutes v. ~90% for 20 minutes) that 

effectively transports through Fusion 5, Figure 40. 

 

 

Figure 40. Extended E. coli heating times at 95C̊. Increased heating times to 20-25 minutes results in a higher 
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percentage of DNA that transports through the membrane indicating a higher degree of fragmentation. The 

slight drop-off at 30 minutes may be caused by DNA degradation. Averages of N=3 are reported with error 

bars representing standard error. 

 

These results could also be explained using the models described above. S. aureus DNA is only 

~2× smaller than E. coli DNA, but the model in (Equation 3) indicates that DNA denaturation time is 

proportional to the square of DNA size. Therefore, E. coli DNA should take ~4× longer to denature 

than S. aureus DNA, which would reduce the amount of time the E. coli ssDNA was available for 

effective thermal scission. Based on the data presented above, S. aureus DNA was sufficiently 

fragmented for transport through membranes by 4-6 minutes (100% transport), while E. coli DNA did 

not show the same transport efficiency until 20 minutes, ~3-5× times longer, as suggested by the 

model.  It is hypothesized that the reduced transport for E. coli DNA after 20 minutes is a result of 

either DNA degradation and or fragmentation in the qPCR gene of interest, therefore resulting in a 

loss of qPCR signal. 

 

4.3.5. Effect of heating temperature on DNA fragmentation and transport through porous membranes. 

Next, the effect of varying heating temperature on DNA fragmentation and transport through porous 

membranes was tested.  As with heating time, another important goal of this aim was to understand 

the impact of heating temperature on fragmentation to guide assay design. Again, lysis and 

fragmentation were decoupled using Percent Normalized Transport. For the conditions presented in 

Figure 42, all lysis efficiencies were >80%, Figure 41. 
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Figure 41. Lysis efficiencies for various methods and heating temperatures for 10 minutes. Treatment with ACP 

+ 10 minutes of heating at 95oC was set to 100% (dashed red line) for each pathogen tested. In general, lysis 

efficiencies were similar for each condition across temperatures for each pathogen. Heat only lysis was less 

effective than heat + ACP for E. coli. The average of N=6 (N=3 from two independent cultures) is reported with 

the error bars representing standard error. A. E. coli treated with and without ACP, and B. S. aureus treated 

with ACP. 

 

Samples containing either intact E. coli or S. aureus were heated at 85–95°C for 10 minutes 

followed by flow through a porous membrane. For E. coli, increased heating temperature, up to a 

point, resulted in a higher percentage of DNA that was transported through the porous membrane, 

Figure 42, indicating a higher degree of fragmentation. These results were also observed by PFGE, 

Figure 43. Temperatures at or above 92.5°C resulted in similar fragmentation and transport. As with 

the previous experiments, E. coli treated with or without ACP did not show any difference in 

transport. The temperature dependence of thermal scission, and therefore lateral transport through 

porous membranes, also aligned well with the models described in (Equation 3) and (Equation 4), 

which note that increasing temperatures increase the rates of scission158,185. 

 

 

Figure 42. Effect of heating temperature on DNA fragmentation and transport through porous membranes. 
Averages of N=6 (N=3 from two independent cultures) are reported with error bars representing standard 
error. A. E. coli treated with and without ACP, and B. S. aureus treated with ACP. S. aureus is not susceptible to 
thermal lysis. 
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Figure 43. Example PFGE for varying E. coli heating temperatures for 10 minutes. E. 

coli containing samples were treated with ACP at room temperature for 2 minutes 

followed by heating to 85 – 95C̊ for 10 minutes. A qualitative assessment of 

fragmentation was visualized using PFGE with N=3 samples per heating time. As 

heating temperature increased, the amount of DNA retained in the wells decreased 

as did the amount of longer fragments. 

 

There was little effect on transport of S. aureus DNA after heating to these varied temperatures. 

This outcome did not appear to be a result of lysis method, ACP, because changes in fragmentation 

and transport with temperature were observed for E. coli treated with and without ACP.  This 

outcome may result from the smaller size of the S. aureus gDNA being more readily denatured at 

lower temperatures compared to the larger E. coli genome, as described in (Equation 3. 

 

4.3.6. Effect of genome size on transport through porous membranes. For the samples tested above, 

longer heating times (4+ minutes) at higher temperatures (>92.5°C) resulted in more DNA 

transported through the membrane, indicating a greater degree of fragmentation. Additionally, each 

of these conditions resulted in high lysis efficiencies (>80%) signifying that the majority of the DNA 

from the cells was available for fragmentation and transport.  
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The next round of experiments directly compared the Percent Normalized Transport of DNA from 

four cell types with varying genome sizes: N. gonorrhoeae (2.2 Mbp), S. aureus (2.5 Mbp), E. coli (5 

Mbp), and human epithelial cells (HeLa, 48–250 Mbp). Note that the human genome is composed of 

chromosomes, the shortest of which is #21 at ~48 Mbp and the longest of which is #1 at ~250 Mbp.  

Based on the results presented above, ACP does not appear to significantly contribute to DNA 

fragmentation when heating to >85°C for up to 10 minutes. It can, however, play an important role in 

cell lysis because some cells, such as Gram-positive bacteria, are not susceptible to thermal lysis123. 

Lysis of human epithelial cells was significantly improved when treated with ACP + heat instead of 

just heat (ACP + heat: 62% lysis v. heat only: 25% lysis). In order to reduce this variation in lysis, all 

samples for this round of experiments were treated with ACP for 2 minutes at room temperature 

prior to heating to 95°C for 2 or 8 minutes followed by flow through Fusion 5. After flow, DNA 

transport was quantified by qPCR. 

As observed in previous experiments, heating of samples for only 2 minutes resulted in reduced 

Percent Normalized Transport compared to heating for 8 minutes. The same results are observed 

across all four cell types, Figure 44. 

 

Figure 44. Effect of gDNA size on transport through porous membranes. For larger genomes, significantly 

less DNA was able to effectively transport through the membrane. For all genomes, heating for 8 minutes 

resulted in a higher percentage of DNA transported through the membrane. All samples were treated with 

ACP prior to heating to 95°C to reduce potential lysis variation. Averages of N=6 (N=3 from two independent 

cultures) are reported with error bars representing standard error. 
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There is a noticeable size trend in increasing the % normalized transport for each heating time. 

The smaller N. gonorrhoeae and S. aureus genomes (2.2 Mbp and 2.5 Mbp, respectively) show a 

higher percentage of transport through the Fusion 5 membrane compared to the larger E. coli and 

epithelial cell genomes (5 Mbp and 48-250 Mbp, respectively). This trend may be partially explained 

with the models of DNA denaturation and scission, (Equation 3 and (Equation 4. The shorter 

genomes denature from dsDNA to ssDNA in quadratically less time than the longer genomes. This 

difference results in the smaller genomes having more time as ssDNA and therefore more time to 

experience thermal scission compared to the larger genomes. Ultimately, more time spent as ssDNA 

under thermal scission conditions would result in smaller fragments and therefore higher transport 

efficiencies, as seen in Figure 44.  This trend holds for bacterial DNA – N. gonorrhoeae, S. aureus, and 

E. coli – but does not appear to describe fragmentation and transport through porous membranes 

for the mammalian DNA.  The microbiology of prokaryotic and eukaryotic cells is different, and 

generally eukaryotic cells are more complex.  Therefore, it is hypothesized that a more complex 

model is needed to better describe the results for the human cells tested, which is outside the scope 

of this project.  The goal of this work was to develop fragmentation methods for bacterial cells and 

diagnostic applications.  Future work could compare these methods across a range of eukaryotic cells 

to determine if the fragmentation and DNA transport tend holds within more similar cell types. 

 

4.3.7. Fragmentation and transport of DNA from mixed samples. Realistic human samples for pathogen 

detection contain a mix of pathogens, commensal bacteria, and human cells. For example, sampling 

for N. gonorrhoeae is typically done with a swab or urine3, both of which also contain human 

epithelial cells. For some applications, excess non-target DNA can reduce assay sensitivity by 

overloading the capacity of an assay140,213 or by reducing target amplicon generation through 

amplification reagent sequestration51,214. Reducing or eliminating non-target DNA would help 

increase sensitivity for the target of interest. Therefore, for mixed samples, it is important to quantify 

the total amount of DNA (both target and non-target) that successfully transported through a porous 

membrane, which has been described as the Percent Absolute Transport, (Equation 6).  
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Figure 45. Fragmentation and transport of mixed samples through porous membranes. 

The epithelial cell does not lyse as effectively as the small bacterial cell in these 

conditions, therefore reducing the amount of DNA available for fragmentation. For both 

heating times tested, 4x more N. gonorrhoeae DNA successfully transported through the 

membrane compared to epithelial cell DNA. Averages of N=6 (N=3 from two 

independent cultures) are reported with error bars representing standard error. Samples 

were treated with ACP for 2 minutes at room temperature followed by heating to 95°C 

for either 2 or 8 minutes. 

 

For experiments with mixed samples containing two cell types, it is important to account for 

individual lysis efficiencies. Samples with both N. gonorrhoeae and HeLa cells were lysed with ACP at 

room temperature for 2 minutes followed by heating to 95°C for either 2 or 8 minutes. Samples were 

then allowed to flow laterally through porous membranes. 

Within these mixed samples, the epithelial cells showed reduced lysis efficiency compared to the 

N. gonorrhoeae bacteria (2 min: N. gonorrhoeae 98% vs. epithelial cells 39% and 8 min: N. 

gonorrhoeae 95% vs. epithelial cells 62%, respectively).  Using the Percent Absolute Transport and 

accounting for these reduced lysis efficiencies, significantly more total input DNA was recovered 

from N. gonorrhoeae compared to the human epithelial cells for both times tested, Figure 45.  The 

transport data, measured by qPCR, indicate that fragments on the order of 200 kbp to 250 kbp (0.2 

Mbp – 0.25 Mbp) effectively transport through Fusion 5.  

Bacterial DNA is ~10–100× shorter than mammalian DNA, based on the range of chromosome 

sizes in human cells (48–250 Mbp). This data set suggested that the significantly larger mammalian 

DNA does not sufficiently fragment during the applied heating to effectively transport through the 
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porous membrane. The smaller bacterial DNA, however, is sufficiently fragmented and therefore 

transports well.  

These results were consistent with the models for DNA denaturation and thermal scission 

described in above.  Both cells experience the same temperature and time of heating. The 

denaturation model indicates that the significantly longer mammalian DNA could take 100× longer to 

fully denature from dsDNA to ssDNA because denaturation time is proportional to the square of DNA 

length188,189. Based on this model, during the 2 or 8 minute heating steps portions of the mammalian 

DNA would remain double-stranded and be significantly less susceptible to thermal scission than the 

bacterial DNA. The sections of mammalian DNA that are single-stranded, would result in 10-100× 

more scission events because thermal scission is directly proportional to DNA length. Overall, this 

work describes a balance between multiple factors including DNA length, heating time, and heating 

temperature. In order to selectively fragment and transport smaller bacterial DNA while retaining 

larger mammalian DNA, moderate heating times of 2–8 minutes at 90–95°C should be used.  These 

differences in length, cell type (pro v. eukaryote), and the relatively short heating times may be 

enough to describe the transport and recovery of DNA from various cell types in a sample. 

 

4.3.8. Translating DNA fragmentation into porous membranes. After characterization of fragmentation 

in tube, the next step was to attempt to translate these methods into a membrane. E. coli cells were 

added to a tube or membrane and exposed to one of the following treatments: no lysis control, 95oC 

for 5 minutes, ACP treatment only at room temperature for 2 minutes, or ACP treatment followed by 

heating to 95oC for 5 minutes. The resulting fragmentation was analyzed by PFGE and the 

distribution of fragment sizes was quantified. 

For E. coli samples treated in tube, heating, ACP only, or a combination of both resulted in ~50% 

of the total fragments being small enough to transport through a porous membrane. For samples 

treated in membrane, however, most of the resulting fragment sizes were too large to flow through 

a membrane by capillary action, Figure 46. These results suggest that fragmentation of gDNA is likely 

inhibited in porous membranes.  
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Figure 46. Comparing fragmentation methods of E. coli gDNA in tube and in membrane. Fragmentation is 

significantly reduced when cells are treated in a glass fiber membrane compared to in a tube. Averages of 

N=3 +/- one standard deviation are presented. 

These results were further verified by PFGE which show considerable DNA remaining in the wells 

for these treatments, Figure 47. 

 
Figure 47. Gel from fragmentation experiments in tube v. in membrane.  
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4.4. Conclusions and Future Work 

Here a novel application of thermal DNA fragmentation for preparing pathogen-

containing samples for use in porous membrane devices has been demonstrated and 

characterized. First, mechanisms governing DNA transport through porous membranes were 

evaluated. Direct adsorption or protein-mediate adsorption of DNA to Fusion 5, and DNA 

entanglement in the membrane post scission did not significantly contribute to DNA 

transport in these studies. Also, varying heating time and temperature was shown to have a 

predictable effect on DNA transport laterally through Fusion 5 for the tested bacterial cells. 

For all four tested cell types lysed with ACP (N. gonorrhoeae, S. aureus, E. coli, and epithelial), 

heating to 95˚C for at least 8 minutes resulted in greater than 50% of the available DNA 

effectively transporting through the Fusion 5 membrane. These data normalize DNA 

transport to cell lysis (Equation 5). Finally, this information enabled the use of controlled lysis 

and fragmentation to selectively move or retain DNA from samples containing multiple cell 

types. When smaller bacterial cells (N. gonorrhoeae) and larger mammalian cells (epithelial 

cells) were simultaneously lysed and thermally fragmented, at least 4× more of the total 

bacterial DNA was successfully transported through the membrane compared to the total 

mammalian DNA. This difference was observed for samples heated to 95˚C for either 2 or 8 

minutes. 

The data presented in this work indicated that controlled heating times and temperatures could 

be applied to different samples to effectively reduce non-target human DNA in downstream 

applications. Conversely, assays could be designed that fragment pathogenic DNA, remove it under 

flow, and retain the human DNA for further processing. Future work should characterize complex 

samples, such as blood or urine, to elucidate the ability to do targeted fragmentation in these 

contexts. Future work should also include the application of these methods to complex human 

samples or organisms with significantly smaller or RNA-based genomes.  As discussed above, the 

simple models describe the fragmentation and transport trend observed for bacterial DNA, but do 

not fully describe the results for the mammalian DNA.  Future work should further explore the 

differences between prokaryotic and the more complex eukaryotic cells including comparison across 

multiple eukaryotic cells. 

A final consideration that future work should address is membrane variability. This work explored 

the fragmentation and transport of DNA through a single membrane type: Fusion 5. While parallel 
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experiments in a second membrane (Standard 17 glass fiber, GE Healthcare Life Sciences) have 

yielded similar results (data not presented), it is important to consider that porous membranes may 

or may not differ in average pore size, but they almost always differ in the pore size distribution, 

which is based on the specifics of their manufacture. Because the failure to transport DNA through 

porous membranes appears to be dominated by entanglement, the pore size distribution of the 

membrane will play a significant role in the transport of specific distributions of DNA fragments. This 

work establishes some control over the fragmentation process and can help better identify desired 

membrane characteristics based on the need for DNA transport in a target application. Additionally, 

initial experiments testing thermal fragmentation in porous membranes showed poor transport of 

DNA. 

The results contained within this work can serve as a guide for how to evaluate DNA 

fragmentation and as a set of design rules for assay and device development for porous membrane-

based systems. In fact, the results of this work have already been applied to an integrated paper-

based POC nucleic acid amplification system that requires DNA fragmentation138. Aim 4 of this 

dissertation will demonstrate the integration of DNA fragmentation into a POC sample preparation 

device. 

 

5. Specific Aim 3: Develop a method to purify and concentrate DNA in porous membranes 

This chapter of my dissertation included three subsections: (i) investigation of polyamine 

interaction with common porous substrates; (ii) utilizing polyamine modified membranes to 

simultaneously purify and concentrate DNA from complex samples and (iii) testing the 

efficacy of these modified membranes after long-term storage.  The combination of these 

capabilities was used on a wide range of sample types, which are prepared for use in 

downstream processes, such as NAATs, without additional purification.  Further, this 

purification system uses a novel, one-step, sequential reagent delivery mechanism 

designed in the Yager and Lutz labs that directly translates to a simple, one-step user 

experience. 

 

5.1. Background 
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 Over the last 20 years, the field of microfluidics has aimed to address and overcome the 

gap between laboratory capabilities and POC systems through the development of single-

use, plastic microfluidic chips29.  In the microchip format, NA purification for the POC often 

adapts techniques from traditional laboratory methods.  For example, multiple groups have 

published on the use of SPE membranes in microfluidic devices215–218.  The Klapperich group 

embedded silica particles in a porous polymer monolith (PPM) within microfluidic channels 

to combine DNA purification from complex samples with on-chip PCR59,60,219.  The Bau group 

designed a sample-to-answer polycarbonate cassette with on-chip reagent storage for NA 

isolation using a silica membrane61.  There has also been initial work published on the use of 

sequence-specific capture for isolating NA targets in microfluidic chips93,94. 

 Another widely used technique for DNA purification 

in microfluidic devices exploits the negative charge of 

DNA molecules; DNA can associate with coated 

magnetic beads85,86, cationic polymers87–89, and can be 

separated through electrophoretic methods90–92.  The 

Landers group utilized chitosan, a cationic polymer, to 

selectively isolate NAs in a microchip from complex solutions52,220–222.  Chitosan is a linear 

polymer comprised of linked sugar rings with a primary amine functional group on each 

monomer.  Below its pKa (6.3-6.5223) the amine is protonated, and the polymer becomes 

polycationic.  In its protonated form, chitosan binds DNA and RNA via electrostatic 

interactions.  When exposed to a solution above the pKa, the primary amines are 

deprotonated and the electrostatic interaction is lost. This charge reversal enables a 

controllable electrostatic attraction between NAs and chitosan at low pH values that can be 

reversed through a buffer exchange, Figure 48.  Early work with the chitosan-NA interaction 

focused on NA compaction and delivery for gene therapy applications224–226. 

 Although many of the above microchip-based systems show promise for translation to 

realistic POC systems, there is a drawback to their implementation due to the use of 

potentially expensive equipment for operation (e.g. syringe pumps).  Devices that require 

this type of equipment have limited usability in POC settings such as a patient’s home or rural 

health clinics in the developing world.  Due to these constraints, many groups have begun to 

focus on the use of porous membranes for diagnostic devices.  

 

Figure 48. Chitosan structure in 

protonated and unprotonated forms. 
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Porous membranes were first used as diagnostic platforms in the mid to late-1970s for 

home-based pregnancy tests42–44.  More recently, George Whitesides’ group began 

patterning cellulose paper to simultaneously detect glucose and proteins in urine samples45.  

Work in this field has continued to expand to perform complex, sequenced assays46–48 that 

are compatible with various detection techniques49.  Porous-membrane-based assays do not 

require mechanical pumps because capillarity wicks fluids into and through the paper52.  

These devices are also inexpensive, easy to manufacture, and disposable, making them ideal 

candidates for POC tests.  Two recent reviews detail the use of porous membrane-based 

microfluidics for diagnostic devices53 and the translation of multi-step processes from 

laboratory gold-standard techniques to paper-based systems55.   

 There is still a significant gap in translating NA tests to paper platforms, especially those 

that may require NA purification and concentration.  Mariella et al. noted that few paper-

based devices have developed reliable solutions for the use of NA in paper-based formats58.  

Recent publications have detailed systems that isolate NA using commercially available 

extraction membranes such, as FTA or Fusion 596,97, or chromatography paper71.  Although 

these membranes do selectively isolate NA, they have only been demonstrated in 

conjunction with plastic microchips or require equipment with multiple user steps.   

 Furthermore, sample concentration can be an additional critical step in the NA 

purification process, especially for environmental testing where only a few targets may be 

present in large volumes (mL to L) of sample.  As such, an ideal porous membrane-based NA 

purification system should also substantially concentrate the target. 

 In this work, a novel DNA purification and concentration system that uses the linear 

polysaccharide chitosan was developed in porous membrane substrates for POC applications.  

It is well known that surfaces can be modified with polymers to engineer or control surface 

properties such as charge227,228; these principles have been used to investigate chitosan’s 

interaction with different porous membranes.  On the basis of this method, a system was 

developed and tested using porous membranes to simultaneous purify and concentrate DNA 

from complex samples containing high protein content, excess non-target DNA, blood, and 

urine.  Further, the purification system uses a novel, one-step, sequential reagent delivery 

mechanism developed in the Yager and Lutz labs229 that directly translates to a simple, one-

step user experience; this further supports the feasibility of this system for use in POC 

applications. 
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5.2. Methods 

Reagent preparation.  Chitosan solutions for patterning porous membranes were 

prepared in 50 mM MES at pH 5.  The 50 mM MES DNA capture and wash buffers were 

prepared in sterile water and the pH was adjusted to 5.  The 50 mM Tris DNA elution buffer 

was prepared in sterile water with red food coloring to track fluid flow; the pH was adjusted 

to 9.  The simulated nasal matrix (SNM) was prepared as previously described230.  

Defibrinated sheep’s blood was purchased from Hemostat Laboratories.  Buffers containing 

additional salts were prepared by adding known concentrations of NaCl to the 50 mM MES 

buffer and pH was adjusted to 5. 

Device patterning and construction.  All porous membranes and test card materials were cut 

using a CO2 laser.  Untreated, backed, ~5–10 µm pore diameter nitrocellulose membranes (FF80HP) 

untreated, unbacked, ~10–100 µm pore diameter Standard 17 glass fiber membranes, and Fusion 5 

membranes were patterned with chitosan.  Test cards were made with 0.254 mm-thick Mylar 

backing with adhesive and cellulose wicking pads for waste fluid uptake. 

 The nitrocellulose, glass fiber, and Fusion 5 membranes were patterned with a low 

molecular weight chitosan solution prepared in 50 mM MES at pH 5 using either a 

piezoelectric noncontact printer or by hand spotting.  After printing, the membranes were 

stored in a desiccator.  Membranes patterned with fluorescently tagged chitosan were also 

wrapped in foil to protect from light and photobleaching. 

SEM of porous membranes.  All images were collected using an FEI Sirion electron microscope 

and samples were Au/Pd sputter coated (SPI Module Control, Structure Probe, Inc., West Chester, 

PA, USA) with an estimated 12 nm Au/Pd.  A 5 kV beam was used for imaging.  Using these images, 

membrane surface area was estimated by representing the features as spheres and cylinders to 

simplify calculations.  The calculated surface areas per volume of nitrocellulose and glass fiber were 

2.0 µm2/µm3 and 0.19 µm2/µm3, respectively.  These calculated values are consistent within an 

order of magnitude with other published values231,232.  SEM images were collected by Dr. Joshua 

Buser. 

Fluorescent labeling of chitosan.  Chitosan was fluorescently labeled using the commercially 

available 488 or 594 Amine-Reactive Dye Kit from Thermo Scientific.  Chitosan was dissolved in 50 

mM MES at pH 5 to make a 1% w/v solution.  After a one-hour incubation at room temperature with 

the amine-reactive dye, the chitosan was purified by precipitation using 5 M NaOH followed by 
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centrifugation at 9400 xg for 3 minutes.  The precipitated chitosan was re-dissolved in 50 mM MES 

and the pH was adjusted to 5 to prepare it for reagent patterning.  The solution was stored in the 

dark at 4°C for up to one month. 

Purifying and fluorescent labeling of DNA.  All DNA was purified from freshly cultured 

methicillin-sensitive Staphylococcus aureus (MSSA, strain RN4220) bacterial cells.  The DNA was 

purified using the commercially available Qiagen Gentra Puregene Kit with a slightly modified 

protocol.  During the lysis step, 50 µL of lysostaphin (100 µg/mL) was added with the recommended 

1.5 µL of Lytic Enzyme Solution provided by the kit.  Purified DNA was resuspended in 20 µL of sterile 

water and incubated for 20 minutes at 65°C to complete resuspension.  The final DNA concentration 

was calculated by qPCR (described below). 

 After purification, DNA was fluorescently labeled using the Alexa Fluor 488 or 594 ARES DNA 

Labeling Kit with a slightly modified protocol.  During the initial nick translation step, the 

concentration of each of the dNTPs was 0.5 mM.  After labeling, the final concentration of the 

fluorescent DNA was determined using qPCR for the ldh-1 gene. 

Pulsed field gel electrophoresis.  PFGE was used to determine the fragment size of DNA from 

bacterial cells.  A 1.0 % agarose gel was prepared in 0.5x TBE buffer and set overnight at 4°C.  Gels 

were run using the BioRad CHEF Mapper XA System in a cold room (4°C) in 0.5x TBE running buffer.  

Porous membrane samples and agarose plugs containing the high molecular weight S. cerevisiae 

DNA ladder were loaded into the gel before submerging in running buffer.  Liquid samples were 

added to the gel with sample loading buffer.  The “Auto-Algorithm” function was used with an input 

sizes range from 10 kbp to 2200 kbp, depending on the resolution required for different fragment 

sizes.  Gels were stained with either 2x SYBR Gold or SYBR Safe in 0.5 x TBE for 20 minutes with 

shaking followed by 10 minutes of de-staining in DI water.  Gels were imaged with the BioRad Gel 

Doc EZ System. 

 Porous membrane capacity for chitosan.  To determine the capacity of a membrane for 

chitosan, small punches (radius = 2.4 mm) were taken from sheets of nitrocellulose and 

Standard 17 glass fiber.  These punches were filled to capacity for nitrocellulose and glass 

fiber, 1.81 or 7.56 µL, respectively, with varying concentrations of fluorescent chitosan in 

solution to produce different chitosan concentrations in the membranes.  Here, chitosan 

concentration is defined as µg of chitosan per µm2 of membrane surface area (µg/µm2), 

assuming an even coating on all surfaces.  The membranes were placed in clear Petri dishes 
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and incubated in a dark chamber at 95% relative humidity for 24 hours to allow equilibration 

of chitosan adsorption to the membrane.   

 After incubation, the membranes were imaged wet to determine a baseline fluorescence 

signal for the input amount of chitosan.  Next, the membranes were washed with 1x volume 

capacity of 50 mM MES at pH 5 and fluid was wicked away using a cellulose waste pad to 

remove unadsorbed chitosan.  The membranes were re-wet with 50 mM MES at pH 5 and 

imaged a second time to track the loss in fluorescent signal.  The loss of chitosan was 

measured as the difference between the baseline fluorescence and the post-wash 

fluorescence of the coated membranes. All fluorescence images were captured using an 

Axiovert fluorescence microscope fitted with a Retiga 1300i digital CCD camera.  Images were 

taken with MicroManager software233 using a 50 ms exposure and 2.5x objective.     

 Chitosan adsorption was calculated as the percent change in the integrated fluorescence 

intensity over the entire patterned region from pre- to post-wash conditions, (Equation 7.  These 

intensity values were measured using ImageJ234. 

 

 

(Equation 7) 

  

For both membranes, the chitosan concentrations tested ranged from 0 to 3.6x10-8 µg/µm2.  The 

upper limit of chitosan concentration for each membrane was bounded by the solubility of chitosan 

in buffer (50 mM MES, pH 5), the volume capacity of the membrane, and the pore surface area.  

Membrane capacity was determined by plotting the percent of chitosan adsorbed to each surface 

against the input chitosan concentration (in µg/µm2).  These capacities were further verified by 

theoretical calculations based on the length of the chitosan polymer and the membrane surface 

areas. 

 Chitosan retention in porous membranes during flow.  To determine the retention of 

chitosan in each porous membrane during flow, a 2.5 mm long by 10 mm wide region of each 

membrane was patterned with fluorescent chitosan.  Three concentrations were tested to 

determine if retention during flow was concentration dependent.  The three tested 

concentrations for both membranes were based on the results of the previous adsorption 

studies.  The concentrations in the patterned regions were 4.5x10-10, 8.9x10-10, and 1.3x10-9 

µg/µm2 for nitrocellulose and 8.9x10-10, 1.8x10-9, and 2.7x10-9 µg/µm2 for glass fiber. 
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 The patterned membranes were attached to 10 mil thick Mylar backing with adhesive for 

ease of handling. An untreated cellulose pad, cut using the CO2 laser cutter, was used as a 

waste collection reservoir.  Before the initiation of flow, the chitosan regions on each 

membrane were wetted with 50 mM MES at pH 5 and excess unadsorbed chitosan were 

removed via wicking with a cellulose waste pad through the thickness of the membrane.  This 

step was important to decouple the loss of chitosan due to incomplete adsorption to the 

membrane from the loss of chitosan during lateral flow.   

 To test chitosan retention during flow, two solutions were sequentially wicked through 

the membrane.  These solutions were the DNA capture and elution buffers, which were 

selected to mimic an actual DNA purification experiment.  The volume of the solutions was 

set to 2x the fluid capacity of the membrane (120 µL total for nitrocellulose and 500 µL total 

for glass fiber).   

Dimensions of the patterned region and the fluorescence intensity of the chitosan were 

measured in ImageJ from uncompressed, time-lapse videos acquired using HandyAVI, in a 

humidified, light-tight box illuminated with two blue LEDs.  Videos were captured using a web 

camera fitted with a 550 nm high-pass filter.  The fluorescence intensity of the chitosan during flow 

was normalized to the initial wetted intensity to determine the percent of polymer retained in the 

membrane during flow.  

 Chitosan capacity for DNA and DNA concentration factor.  Chitosan’s capacity for DNA in 

both nitrocellulose and glass fiber was determined by increasing the concentration of DNA in 

the input sample until a decrease in the relative amount of DNA recovered was observed by 

qPCR.  The range of input DNA concentrations tested in both membranes was between 1x105 

copies (0.3 ng) to 4x108 copies (1200 ng) of fragmented MSSA DNA purified from cells.  On 

average, the target DNA was less than ~250 kbp long; larger DNA fragments are unable to 

flow through the pores of the membranes, (Figure 32).   

 For these experiments, DNA was spiked into 100 µL of DNA capture buffer.  This solution 

was wicked into the membrane, followed sequentially by 100 µL of wash and elution buffers 

for nitrocellulose, and 250 µL of wash and elution buffers for glass fiber to accommodate for 

the higher fluid capacity.  These experiments were run in a humidified chamber to reduce 

effects from evaporation. 

 DNA was recovered post-elution by placing the membrane in a centrifugal filter tube 

(0.45 µm Nylon centrifugal filters, VWR, Radnor, PA) and centrifuging for 3 minutes at 10,000 
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x g.  The elution volumes were measured and the target DNA concentration was determined 

by qPCR.  

Concentration effects were measured by adding 1x105 to 1x106 copies (0.3 to 3 ng) of DNA into 

100, 200, 500, 1000, or 2000 µL of capture buffer.  These solutions were wicked through a 

membrane patterned with chitosan followed sequentially by either 100 µL for nitrocellulose or 250 

µL for glass fiber of DNA wash and elution buffers.  Post-elution, the DNA purification efficiency (% 

recovery) was quantified by qPCR.  The concentration factor was calculated as the initial input 

volume divided by the measured elution volumes times the % recovery, (Equation 8. 

 

 

(Equation 8) 

 

 Effect of pH on DNA purification using chitosan.  The effect of solution pH on the 

purification of DNA was tested by varying the pH of the capture buffer between 5, 5.5, and 6 

and the elution buffer between 7, 8, and 9.  Using nitrocellulose patterned with chitosan, 

1x105 to 1x106 copies of fluorescently tagged fragmented MSSA gDNA was spiked into one of 

the capture buffers.  The membrane was then washed with 50 mM MES at pH 5 and eluted 

with one of the elution buffers.  Capture and elution were visualized in a fluorescence box 

and tracked using a web camera.  Images were analysed via ImageJ.  All images were 

normalized to the fluorescent signal prior to elution.   

 Recovery of DNA from complex samples.  To determine the ability of a porous membrane 

patterned with chitosan to purify DNA, approximately 1x105 to 1x106 copies of MSSA and/or 

E. coli DNA was diluted into 100 µL of DNA capture buffer.  The sample was wicked into the 

patterned membrane followed by wash and elution buffers, as described above.  In addition 

to purification of DNA in water, the experiment was repeated with 1 µg BSA, 0.1% w/v 

mucins, 1% w/v mucins, up to 1000x non-target human gDNA, 1% or 10% SNM, 15 to 50 µL 

of defibrinated sheep’s blood, or up to 500 mM NaCl to mimic more complex solutions.  50 

µL of sheep’s blood was also spiked into sample volumes ranging from 100 µL to 2000 µL.  

The percent recovery for each sample was determined by qPCR.  These experiments were 

run in a humidified chamber to reduce effects of evaporation. 

Chitosan storage studies in porous membranes.  Storage studies were designed to evaluate the 

feasibility of this system for use in POC devices.  Porous membranes were pre-patterned with 

chitosan and stored in a desiccated environment at either 20°C or 40°C for up to six months.  After 
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each week, membranes were removed from storage and a DNA purification experiment was 

performed as described above using 1x105 to 1x106 copies of fragmented MSSA DNA.  The percent 

recovery for each sample was determined by qPCR.  These experiments were run in a humidified 

chamber to reduce the effects of evaporation.   

RNA purification using chitosan in porous membranes.  Standard 17 glass fiber and Fusion 5 

membranes patterned with chitosan were also used to purify RNA from either 100 or 500 µL of 

capture buffer.  These samples contained 5x104 – 5x105 copies of RSV RNA.  The solutions were 

wicked into the membranes, followed sequentially by 250 µL of wash and elution buffers.  The 

elutions were collected and measured as described above followed by quantification by qRT-PCR.  

These experiments were run in a humidified chamber to reduce effects from evaporation. 

qPCR.  Recovery MSSA DNA was quantified with a kit for the ldh-1 gene provided by the 

ELITechGroup.  The 20 µL reactions included 1 µL of input sample and were run on a BioRad CFX96 

real-time PCR instrument using the following protocol: 50°C hold for 2 minutes, 93°C hold for 2 

minutes, 45 cycles of 93°C for 10 seconds, 56°C for 30 seconds, and 72°C for 15 seconds, ending with 

final elongation step at 72°C for 5 minutes.  Fluorescence data were collected during the 56°C 

annealing step using the Texas Red channel.  The results were analyzed using the automated cycle 

threshold (CT) value calculation in the BioRad CFX Manager software.  This assay is sensitive down to 

~101 copies of the target sequence.  Assay primer and probe sequences can be found in Appendix 1. 

qRT-PCR.  Recovery of RSV RNA was quantified with a qRT-PCR for the virus polymerase gene.  

Reagents from the RNA Ultrasense qRT-PCR kit (Life Technologies) were spiked with 5 µL of input 

sample and were run on a BioRad CFX96 real-time PCR instrument using the following protocol: 50°C 

hold for 15 minutes, 95°C hold for 2 minutes, 40 cycles of 95°C for 15 seconds and 60°C for 55 

seconds.  Fluorescence data were collected during the 60°C annealing step using the FAM channel.  

The results were analyzed using the automated cycle threshold (CT) value calculation in the BioRad 

CFX Manager software.  This assay is sensitive down to ~101 copies of the target sequence.   Assay 

primer and probe sequences can be found in Appendix 1. 

 

5.3. Results and Discussion 

The goal of this work was to demonstrate a simple, porous membrane-based system that 

purifies and concentrates DNA from complex samples, Figure 49.  There are multiple methods 

available to pattern porous membranes; this work utilized a piezoelectric noncontact printer 

which allows the user to highly control spatial location and concentration of the printed reagent48.   
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A polymer such as chitosan can interact in multiple ways with the surface of a membrane.  

These interactions can be dictated by factors including solution pH, the membrane or 

polymer isoelectric point, solution salinity, chemical composition of the membrane and 

polymer, etc.  These interactions are further explored in the following experiments.  

 
Figure 49.  DNA purification in porous membranes using chitosan.  A. Schematic and 

images from a purification experiment in nitrocellulose.  The DNA is initially seen as 

a smear; as it reaches the chitosan region the DNA is captured and concentrated. 

Once DNA is eluted, it remains concentrated.  B. Schematic of a membrane surface 

patterned with chitosan (red).  In solutions with a pH below 6.3, the primary amines 

on each monomer become protonated and bind DNA.  When the pH is increased 

above the amine pKa, the charge on the polymer returns to neutral and DNA is 

released.  

  The first set of experiments determined the amount of chitosan available to bind DNA 

when patterned onto different porous membranes. The amount of available chitosan 

depends on its adsorption to the porous membrane.  

 

5.3.1. Porous membrane capacity for chitosan. For all concentrations tested in FF80HP 

nitrocellulose, the amount of input chitosan that adsorbed to the membrane was above 90%, 

indicating that the membrane was not fully saturated with polymer.  This same trend was not 

observed for the Standard 17 glass fiber; at concentrations at or below 3.6x10-9 µg/µm2, the 

percent of input chitosan adsorbed remained high. At concentrations above 3.6x10-9 µg/µm2, 

the percent adsorbed dropped, indicating that the membrane capacity had been reached, 
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Figure 50A.  The results are consistent with our understanding of the physical properties of 

these porous membranes; the high surface area of the nitrocellulose, with its small pores and 

features, provides a higher capacity (experimentally determined capacity: 3.3x10-8 µg/µm2) 

for polymer adsorption than the coarser glass fiber (experimentally determined capacity: 

~5.4x10-9 µg/µm2).  This difference between nitrocellulose and glass fiber may be due to the 

way chitosan adsorbs to different surfaces.  This data suggests that only a few monomers of 

the chitosan chain adsorb to nitrocellulose allowing more space for additional molecules to 

adsorb.  In glass fiber, on the other hand, a larger fraction of the total polymer might bind to 

the surface restricting the space available for other molecules to bind, Figure 50B. 

These empirical capacities were further supported by theoretical calculations that predict the 

chitosan capacity of nitrocellulose should be between 9.7x10-10 and 3.3x10-8 µg/µm2.  An adsorption 

capacity was not observed for the concentrations tested, up to ~3.3x10-8 µg/µm2, which is at the 

maximum of the theoretical range.  Based on the theoretical calculations and empirically determined 

capacities, the chitosan coverage of the nitrocellulose surface was ~100% of the theoretical 

geometric monolayer coverage, Figure 50C.  For glass fiber, the theoretical capacity for chitosan 

should be between 9.5x10-10 and 3.2x10-8 µg/µm2.  The experimentally measured capacity for glass 

fiber falls within the lower range of the theoretical values and approximates to ~15% of the 

theoretical geometric monolayer coverage, Figure 50C.  Using these conditions, there is a monolayer 

of chitosan coverage on the nitrocellulose surface and less than a monolayer on glass fiber surface.  

The upper limit of chitosan concentration tested for each membrane was bounded by the solubility 

of chitosan in buffer (50 mM MES, pH 5) and the volume capacity of the membrane. 
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Figure 50. Membrane capacity for chitosan.  A. Experimental data.  B. Schematic of chitosan on membrane 

surfaces.  C. Theoretical calculations. 

  

5.3.2. Chitosan retention in porous membranes during flow. The total amount of chitosan available 

for DNA binding, Table 6, is determined by the amount patterned onto the membrane minus 

losses from incomplete adsorption, described above, and capillary flow, described below. 

 

Table 6. Final chitosan concentration in each membrane after accounting for losses from incomplete 

adsorption and flow.  *The “Mean final concentration” is based on the average percent adsorbed and 

retained.  **The “Range final concentration” is based on the standard deviations for the percent retained 

during flow. 

Input Concentration 
(µg/µm

2
) 

% adsorbed % retained 
Mean final  concentration* 

(µg/µm
2
) 

Range final concentration** 
(µg/µm

2
) 

Nitrocellulose 

4.5 x10
-10 

89% 83% 3.3x10
-10 

3.3x10
-10

 – 3.4x10
-10 

8.9x10
-10

 85% 74% 5.6x10
-10

 5.4x10
-10

 – 5.7x10
-10 

1.3x10
-9

 91% 71% 8.6x10
-10

 8.3x10
-10

 – 9.0x10
-10 

Glass Fiber 

8.9x10
-10 

79% 89% 6.3x10
-10

 5.4x10
-10

 – 7.1x10
-10 

1.8x10
-9

 58% 71% 7.3x10
-10

 6.8x10
-10

 – 7.8x10
-10 

2.7x10
-9

 40% 82% 8.7x10
-10

 8.1x10
-10

 – 9.4x10
-10
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 After characterizing the membrane capacity for chitosan, the effects of capillary flow on 

chitosan retention were measured.  The three tested concentrations for nitrocellulose were 

4.5x10-10, 8.9x10-10, and 1.3x10-9 µg/µm2 and for glass fiber were 8.9x10-10, 1.8x10-9, and 

2.7x10-9 µg/µm2.  The concentrations vary in nitrocellulose and glass fiber due to the 

different surface areas of each membrane.  These values were based on high, medium, and 

low concentrations from the adsorption studies detailed above.  Retention of chitosan in 

nitrocellulose is slightly concentration-dependent, with larger concentrations of patterned 

chitosan losing a higher percentage during flow, Figure 51A.  For glass fiber, this trend is not 

observed.  The loss of chitosan due to flow does not appear to be concentration-dependent, 

Figure 51B. 

 

 

Figure 51. Chitosan retention during flow after accounting for losses due to incomplete chitosan 

adsorption. A. In nitrocellulose, retention during flow appears to be slightly concentration 

dependent. B. In glass fiber all three tested concentrations resulted in similar losses due to flow.  

The average retention (N=6) with +/- one standard deviation is plotted for each time point. 

 

5.3.3. Chitosan capacity for DNA and DNA concentration factor. To evaluate the ability of chitosan 

to purify and concentrate DNA in paper, 60 x 10 mm membranes were patterned with chitosan in 50 

mM MES at pH 5.  The patterned region was set to an area 2.5 mm long by 10 mm wide to remain 

consistent with the chitosan retention experiments.  Based on the capacity and retention 

experiments, the chitosan concentrations in nitrocellulose and glass fiber were set to 1.3x10-9 and 

1.8x10-9 µg/µm2 (± 5%), respectively. 

Chitosan capacity for DNA in nitrocellulose and glass fiber was evaluated after optimizing 

adsorption and retention. The capacity for DNA in nitrocellulose was 1.9x106 copies of 
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DNA/µg of chitosan (c/µg) (95% CI: 2.9x105 to 3.5x106 c/µg).  The capacity for DNA in glass 

fiber was 9.9x106 c/µg (95% CI: 5.9x106 to 1.4x107 c/µg), Figure 52.  These results are 

calculated using the mean final chitosan concentration from Table 6, which accounts for 

losses due to incomplete adsorption and retention.  These data show that chitosan has a 

higher capacity for DNA in glass fiber than in nitrocellulose. 

 

 
Figure 52. Capacity of chitosan for DNA in nitrocellulose and 

glass fiber over a range of input concentrations (N=6 for each 

point) after normalization for membrane surface area.  The 

capacity of chitosan for DNA is 1.9x106 c/µg (95% CI: 2.9x105 

to 3.5x106 c/µg) in nitrocellulose and 9.9x106 c/µg (95% CI: 

5.9x106 to 1.4x107 c/µg) in glass fiber.   

  To enable broader use of these methods, the DNA capacities of each membrane have 

been converted to other common units, Table 7.  Using the membrane capacity for chitosan 

and the chitosan capacity for DNA, this method can be adapted to capture and concentrate 

DNA from a variety of samples based on the expected amount of total nucleic acids. 
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Table 7. Chitosan capacity in nitrocellulose and glass fiber.   

*Assuming average DNA fragment size of 2.0x105 bp. 

**E. coli O157:H7, genome length 5.4x106 bp. 

***MSSA RN4220, genome length 2.8x106 bp. 

Capacity per µg chitosan Nitrocellulose Glass Fiber 
copies DNA* 1.9x10

6 
9.9x10

6 

# bp*
 

3.8x10
11 

2.0x10
12 

ng DNA* 0.4 2.2 
# E. coli bacteria**  7.0x10

4 
3.7x10

5 

# MSSA bacteria***  1.4x10
5 

7.1x10
5 

 

The smaller pores (10 µm) and higher surface area per volume (2.0 µm2/µm3) of 

nitrocellulose adsorbs more chitosan than glass fiber; but these results indicate that only a 

proportion of the chitosan is available for DNA binding in nitrocellulose.  The chitosan used in 

this study was small, ~5000 MW.  This size may allow polymer to integrate into the smallest 

pore features of nitrocellulose, some of which may be inaccessible to large DNA fragments 

(100s kbp), causing a high membrane capacity for the chitosan and a lower than expected 

binding capacity for DNA.  Further, chitosan may hinder convective transport in the smaller 

pore features (or block flow completely) in nitrocellulose, reducing or preventing flow of 

DNA-containing sample through these membrane regions.  On average, the pore features in 

Standard 17 glass fiber are larger (~10-100 µm) and the material has a lower surface area per 

unit volume (0.19 µm2/µm3) than nitrocellulose (2.0 µm2/µm3).  This reduced surface area 

lowers the overall chitosan capacity of the membrane, but may allow more of the chitosan to 

be available for DNA binding. 

Using these results, the calculated ratio of positive (chitosan) to negative (DNA) charges 

when the system has reached its maximum capacity for DNA indicates that there is less than 

a monolayer of nucleic acid bound to the chitosan in both nitrocellulose and glass fiber, 

Figure 53.  These calculations assume that a full monolayer of DNA would equate to an equal 

ratio of charges at the DNA-chitosan binding capacity.  Further, these estimates and 

calculations assume all of the chitosan patterned in the membrane, after accounting for 

losses presented in Table 6, is available for DNA binding.  More reasonably, only some 

percentage would be available because some of the polymer is interacting with the 

membrane surface, potentially rendering it unavailable for DNA binding.  Additionally, both 

of these membranes have a range of pore size features and some fraction of the polymer 

may be trapped in the smallest of these features preventing it from interacting with DNA.  

Further, Strand et al. found that the most stable chitosan-DNA complexes were formed with 
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a ratio of 6–9 positive charges per one negative charge (amines:phosphates ratio)235.  This 

evidence further supports the calculations that there is less than a monolayer of nucleic acid 

bound to the chitosan in each membrane. 

 

 
Figure 53. Calculation of less than a monolayer of DNA coverage when chitosan capacity is reached.  A. 

FF80HP nitrocellulose and B. Standard 17 glass fiber. 

In nitrocellulose, which has a relatively homogenous pore size distribution, the interface 

between two sequentially delivered fluids is sharply defined.  In this system, the wash and elution 

buffers have low and high pH values, respectively; the well-defined interface between the buffers 

under flow in nitrocellulose produces a sharp pH change, Figure 54A.  When the interface reaches the 

chitosan patterned region, the rapid change from low to high pH deprotonates the chitosan quickly, 

and releases purified DNA in a concentrated plug,  Figure 54B.  In glass fiber, however, which has a 

relatively broad pore size distribution, the interface is poorly defined, which increases mixing 

between the two sequentially delivered buffers and causes a more gradual pH gradient to develop.  

When this gradient reaches the chitosan region, the gradual change from low to high pH 

deprotonates the chitosan slowly, resulting in a slower release (and therefore less concentrated plug) 

of purified DNA, Figure 54C.  In nitrocellulose, DNA samples eluted in ~8 µL while for glass fiber, the 

elution volume was 100-150 µL. 
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Figure 54. Dispersion of sequentially delivered fluids in nitrocellulose (NC) and glass fiber 

(GF).  A. Capture buffer, 50 mM MES at pH 5, with bromothymol blue is flowed through 

the membranes. At pH values below 6.0, the indicator is yellow.  As elution buffer, 50 mM 

Tris at pH 9, flows into the membranes, the interface of the buffers exchange ions.  At pH 

values above 7.6, the indicator turns blue. In nitrocellulose, which has a relatively 

homogenous pore size distribution, the interface between two sequentially delivered 

fluids is sharply defined, which limits mixing at the interface and produces a sharp pH 

change. The relatively inhomogeneous pore size distribution in glass fiber, however, 

results in a poorly defined buffer interface. B. Elution profile of DNA from chitosan 

capture in nitrocellulose and C. glass fiber. 
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The maximum DNA concentration factors achieved with chitosan in nitrocellulose and 

glass fiber were 13.3x and 12.3x, respectively, Figure 55B.  These results are based on the 

input sample volume and the purification efficiency of DNA since each membrane type 

yielded a specific elution volume.   

The theoretical concentration factor assumes 100% recovery of DNA.  In nitrocellulose, 

DNA recovery decreased as the input sample volume increased, Figure 55C, likely due to the 

time it took to flow large volumes through the membrane.  Wicking a 2000 µL sample, 

followed by 100 µL of wash and elution buffers, through nitrocellulose took over seven hours.  

This reduced recovery greatly reduced the actual concentration factors achieved in 

nitrocellulose.  The same experiment in glass fiber only took 25 minutes and DNA recovery 

was independent of input sample volume, Figure 55C.  The long flow times required in 

nitrocellulose may exceed the chitosan/DNA off-rate which would cause bound DNA to 

prematurely release from chitosan and be lost to waste.  The chitosan-DNA binding constant 

has been well studied and ranges from 109 to 1010 M-1 236,237, but, to our knowledge, the 

chitosan-DNA binding rates have not been published.  There have been reported off-rates in 

the range of 3-5x10-2 s-1 238,239 for similar polycation-DNA interactions. 
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Figure 55. DNA concentration effects in nitrocellulose 

and glass fiber. A. Experimental schematic. B. 

Concentration factor from various input sample 

volumes. C. Corresponding recovery of DNA. 

 

 

In this system, which involves complex surfaces in porous membranes as well as in-flow binding, 

both concentration factor and percent recovery were independent of the starting DNA concentration 

in the sample within the ranges tested.  Using the data presented in Figure 52, the corresponding 

elution volumes, and the resulting recovery percentages, consistent concentration factors and 

percent recovery were measured for input DNA concentrations ranging from 1x103 copies of target 

per µL (c/µL) through 1x105 c/µL where total input volume was set to 100 µL, Figure 56.  These 

concentrations were below the saturation limit of the modified membranes’ binding capacity for 

DNA. Testing more dilute samples in larger input volumes indicates that this trend holds and is 

further detailed in Aim 4.   
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Figure 56. Recovery of DNA using chitosan-modified membranes is concentration independent, below the 

binding capacity in A. nitrocellulose and B. glass fiber. 

There are potential applications where concentration factor would matter less than purification 

but not necessarily recovery.  For very dilute samples, such as urine, concentration factor would play 

a critical role to ensure enough pathogen nucleic acid was recovered for downstream analysis.  

Additionally, different infections present at a highly variable pathogen loads.  For example, clinical 

studies have quantified active chlamydia infections in urine at 101–105 elementary bodies/mL105, 

Ebola in serum at 103–109 RNA copies/mL240, and influenza in nasopharyngeal wash at 103–107 

TCID50/mL241.  Each of these infections would benefit from a combination of both target purification 

and concentration.  Specifically, for infections that occur at low copy number or in dilute samples 

such as urine, concentration is especially important.  Some of these samples would require the 

processing of larger volumes (mL instead of µL) to ensure a sufficient number of pathogens for 

infection identification.  The current approach, especially using nitrocellulose, is too slow to process 

larger volumes and may result in decreased recovery, Figure 55C.  Future iterations of this work 

involved developing fluidic systems that can rapidly process large volumes in order to purify and 

concentrate targets from complex, dilute samples (see Aim 4).   

 Effect of pH on DNA purification using chitosan.  The electrostatic interaction between 

chitosan and DNA is highly dependent on solution pH and the pKa of chitosan.  If the pH < 

pKa, the primary amines will shift toward protonation and the resulting positive charge will 

attract the negative charge on the backbone of DNA.  If the pH > pKa, the primary amines will 

remain neutral and not interact electrostatically with DNA. 

In a porous membrane, a buffer switch results in an interface between the two buffers.  

Depending on the membrane characteristics, this interface can be well or poorly defined, 
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Figure 54A.  In both cases, however, small molecules such as protons are able to exchange 

across this interface resulting in mixing on the molecular scale.  For the paper-based 

purification system, the two buffers at an interface have different pH values: a low pH for 

capture followed by a high pH for elution.  Chitosan’s pKa has been reported as ~6.3–6.5223.  

The closer a buffer is to this pKa, the less dramatic the effect on protonation because pKa is a 

measure of equilibrium.  At chitosan’s pKa, there is an approximately equal amount of 

protonated and unprotonated amines.   To shift the equilibrium, the pH of a solution needs 

to be further away from the molecule’s pKa. 

This effect was tested by varying the capture and elution buffer pH values for a DNA 

purification experiment in porous membranes.  For the capture pH values tested, there was 

little effect on the overall purification of DNA, Figure 57A.  For the elution, however, pH 

values closer to the amine pKa resulted in delayed elution from the chitosan patterned 

region, Figure 57B.  These results support the model of mixing at the buffer interface and 

reduced rate of de-protonation.  This pH-sensitivity also allowed for temporal control over 

DNA elution depending on the desired downstream application.  If highly concentrated DNA 

is required, then an elution buffer with a higher pH should be used.  If a less concentrated, 

longer release of DNA is required, elution buffers with a pH closer to the amine pKa should be 

used. 

 
Figure 57. Effect of pH on DNA purification in nitrocellulose with chitosan.  Averages of N=3 are reported, error 

bars were omitted for clarity.  A. Capture works similarly well at the three pH values tested. B. Release is 

influenced by pH.  At pH values significantly above the pKa, release in nitrocellulose is rapid.  At pH values 

closer to the amine pKa, release is extended.  *Note, the fluorophore used to label DNA is more efficient in 

higher pH values, as indicated by the manufacturer.  This results in an initial spike of fluorescent signal after 

elution begins. 

5.3.4. Recovery of DNA from complex samples.  The system’s ability to purify DNA from 

complex sample types was demonstrated and, vverall, this method was able to recover ~80% 
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of the input DNA from most of the sample types tested.  In both nitrocellulose and glass fiber, 

the recovery of target DNA was reduced when samples contained a non-target:target ratio of 

greater than 100:1.  These data are slightly higher than the limits dictated by the capacity data 

above (~10:1 for nitrocellulose and ~20:1 for glass fiber).  This discrepancy is likely a result of 

larger DNA fragments (greater than ~250 kbp) from the non-target DNA being too large to 

flow through the small pore features of the membranes (see Aim 2 for more details).  This 

size-exclusion effect is expected to be more severe in nitrocellulose than in glass fiber due to 

the differences in pore size distribution between the two membranes.  This would suggest 

that some non-target DNA is essentially filtered upstream of the chitosan capture region 

rendering it unavailable to compete for binding (see Figure 45).  The data in Figure 58 support 

this explaination because at large non-target:target ratios of 200:1, there is a greater 

reduction in recovery for glass fiber than in nitrocellulose.  At higher ratios, 500:1, the 

reduction in target DNA recovery is similar in both membranes.  Recovery of target DNA in 

glass fiber with an extreme non-target:target ratio of 1000:1 was higher than expected. 

 
Figure 58. DNA purification in porous membranes by chitosan capture. Recovery of DNA in either 

nitrocellulose or glass fiber.  The average of N=6 is reported with error bars representing +/- one 

standard deviation. Chitosan concentration at the capture line was 1.3x10-9 µg/µm2 for nitrocellulose 

and 1.8x10-9 µg/µm2 for glass fiber.  Input DNA was between 1x105 and 1x106 copies of fragmented 

MSSA DNA.  For SNM: 1% SNM contained 10:1 non-target to target DNA, 0.01% w/v mucins, 1.1 mM 

NaCl; 10% SNM contained 100:1 non-target to target DNA, 0.1% w/v mucins, 11 mM NaCl. 

  The addition of mucins, to mimic nasal swab samples, reduced recovery of target DNA in 

glass fiber but not in nitrocellulose.  Mucins are large protein aggregates (mass>106 Da) that 
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are glycosylated with oligosaccharides that commonly form negatively charged side groups242.  

These negatively charged molecules can interact with positively charged chitosan, blocking 

the binding of DNA.  These large aggregates may not pass through the small pores of 

nitrocellulose because DNA recovery is not affected by their presence in the sample.  In glass 

fiber, however, the larger pores may allow these negatively charged aggregates to flow 

downstream and prevent DNA binding to chitosan, leading to reduced recovery as the 

concentration of mucins increases.  When both mucins and non-target DNA is present in 

samples (from simulated nasal matrix, SNM), DNA recovery remains high in nitrocellulose and 

decreases in glass fiber.  Once again, the magnitude of this decrease is correlated to 

increasing concentrations of mucins.  For applications containing mucins or high 

concentrations of non-target DNA, the chitosan-patterned region can be extended to increase 

the system’s overall capacity.    

 

5.3.5. Recovery of DNA in porous membranes from samples containing blood.  Blood 

preparation procedures often require many user steps to remove blood components that can 

inhibit downstream amplification reactions, notably heme243.  The chitosan-based DNA 

purification system is able to rapidly purify target DNA from blood samples with only one 

user-step.  The eluted samples were quantified by qPCR without further purification.  In both 

membranes, samples with lower blood concentrations resulted in higher recovery of DNA, 

Figure 59A.  In nitrocellulose, recovery of target DNA from blood-containing samples was 

significantly inhibited and the flow rate of the sample through the membrane decreased as 

blood concentration increased.  The reduced flow rate appeared to be a result of membrane 

clogging.  For the sample containing 50% blood in nitrocellulose, only a small volume wicked 

into the membrane before flow stopped completely.    
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Figure 59. DNA purification in porous membranes from samples containing blood.  Averages of N=6 

+/- one standard deviation are reported.  Chitosan concentration at the capture line was 1.3x10 -9 

µg/µm2 for nitrocellulose and 1.8x10-9 µg/µm2 for glass fiber.  Input DNA was between 1x105–1x106 

copies of MSSA DNA.  A. Increasing the percent of blood in a 100 µL sample reduced recovery in 

both nitrocellulose and glass fiber.  The 50% blood sample clogged the nitrocellulose membrane 

preventing any DNA recovery. B. Diluting 50 µL of blood into large sample volumes improved 

recovery in glass fiber.   

 In glass fiber membranes, target DNA was purified from samples containing up to 50% 

whole blood but, as blood concentration increased, DNA recovery decreased.  To verify this 

result, 50 µL of whole blood plus target DNA was diluted into increasing volumes of buffer.  As 

blood concentration decreased, DNA recovery increased, Figure 59B. 

For samples that were less than 25% blood, DNA purification efficiency is similar to the “DNA in 

buffer” control.  This restored recovery is likely due to increased washing of the chitosan region to 

remove blood components that interfere with chitosan/DNA binding and not with the qPCR analysis.  

Based on the dilution factor of DNA eluted from chitosan in glass fiber (Figure 54C) and the sample 

volume used for qPCR (1 µL of the elution), the maximum amount of blood in a qPCR reaction would 

be less than 0.5%.  For whole blood concentrations at or below 0.5%, qPCR is not inhibited244. 

 

5.3.6. Recovery of DNA in porous membranes in high salt conditions.  In addition to nasal swabs and 

blood, urine is a high priority sample because it is easy to collect in LRS.  The salinity of urine can 

vary greatly between individuals and within in the same person120,121.  Our membrane-based DNA 

purification system relies on an electrostatic interaction between the NA and our capture 

polymer244.  Electrostatic interactions can be sensitive to the surrounding microenvironment, 
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especially those with variable salt concentrations.  The addition of salt can stabilize electrostatic 

interactions within a given concentration range; outside of that range an electrostatic interaction 

can be destabilized by the surrounding ions245. 

To determine whether physiological concentrations of urine interfered with chitosan capture of 

DNA in porous membranes, up to 500 mM of NaCl was added to the 100 µL samples containing DNA 

used in purification experiments.  For these studies, purification was tested in Standard 17 glass fiber 

and Fusion 5 membranes.  On average, purification in Fusion 5 was very robust to salt 

concentrations of up to 250 mM and only showed a moderate decrease in recovery at 500 mM NaCl.  

Capture in Standard 17 was more sensitive; addition of 0–100 mM of NaCl resulted in high recovery 

of DNA.  Above or below these concentrations showed a NaCl concentration dependent loss of DNA 

recovery, Figure 60. 

 

 
Figure 60. Effect of increasing NaCl concentration on chitosan purification of DNA in glass fiber 

and Fusion 5 membranes.  Averages of N=7 +/- standard error are reported for all samples except 

for NTCs where averages and standard errors are from N=3. 

The reduced recovery from samples with higher salt concentrations is likely a result of the 

weakened electrostatic interactions between chitosan and DNA due to salt screening.  Simple 

electrostatic interactions are explained by Coulomb’s Law.  In the presence of additional ions, the 

Coulomb interaction is screened because the primary species now have additional charges to 

interact with, (Equation 9)246.  The electrostatic force of interaction, F, is proportional to a screening 

term, e-rκ-1, which dampens the effective interaction.    This screening term is dictated by the Debye 

length which is a measure of the size of the screening effect, (Equation 10)247.  Within the Debye 
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length, the charged species will interact, but outside of the Debye length, the electrostatic 

interactions are shielded. 

 

 

(Equation 9) 

 

Where F is the electrostatic force, r is the distance between the two charges, q1 and q2, ke is 

Coulomb’s constant, and e-rκ-1 is the screening term. 

 

 

(Equation 10) 

 

Where κ-1 is the Debye length, 

εr is the relative permittivity 

of the system (material and 

fluid), ε0 is the permittivity of 

free space, kB is Boltzmann’s 

constant, T is absolute 

temperature, NA is Avogadro’s 

number, e is the valence of 

the ions, and I is the ionic 

strength of the solution.  The 

relative permittivity can be 

influenced by different 

components of the system, 

but for this application it is dominated by the buffer which is mostly water.  The relative permittivity 

of proteins, DNA, and glass-like substances are ~2–4, ~8248, and 3.7–10249, respectively.  The relative 

permittivity of water at room temperature is ~80250; this term will dominate other components of 

the system and therefore is essentially a constant in the calculation of the Debye length for this 

application. 

The Debye length is inversely proportional to both ionic strength, I, and ion valence, e; as the salt 

concentration and/or the valence (Na+ v. Mg2+) increase, the Debye length decreases therefore 

reducing the effective length of the primary electrostatic interactions, Figure 61. 

 
Figure 61. Effect of increasing ionic strength and ion valence on 

Debye length of electrostatic interactions.  Charge species 

represented by “+” and “-“) connected by arrows are successfully 

interacting.  Increasing the quantity or valence of ions decreases the 

Debye length causing charged species that are further away to no 

longer interact as indicated by the loss of connecting arrows. 
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 Salt screening has been characterized 

for polycation-DNA interactions237,251–254.  

Strand et al. found that destabilization of 

chitosan-DNA complexes increased 

linearly with increasing NaCl 

concentration; they also found that this 

destabilization was more severe with 

shorter chitosan molecules235.  For the 

results presented above, the effects of 

salt screening were more severe in 

Standard 17 compared to Fusion 5.   

 After exploring the effects of salt 

concentration on chitosan purification of 

DNA, we began to integrate these urine-

like conditions with larger volumes.  Sample volumes ranging from 0.1–2 mL were spiked with 1x105 

to 1x106 copies of fragmented MSSA DNA and NaCl.  The average salt concentration found in healthy 

human adults134 of 130 mM was chosen for this experiment.  In general, increasing the sample 

volume or the NaCl concentration did not reduce recovery for either membrane type tested, Figure 

62.  Even though these results were variable, they show the ability to combine DNA purification from 

increasingly complex samples with the rapid volume processing methods that have been developed. 

 

5.3.7. Expanding DNA purification capabilities 

in porous membranes.  As shown above with 

the non-target DNA studies, chitosan is able 

to capture all DNA in a system.  To further 

explore this opportunity for multiplexing, we 

tested the system’s ability to purify E. coli 

and MSSA DNA from a single input sample.  

Figure 63 shows the results of the biplexed 

purification of E. coli and MSSA DNA using 

two different chitosan-coated membranes, 

Standard 17 glass fiber and Fusion 5.  The MSSA purification worked as expected.  The E. coli 

 

Figure 62. DNA purification from large volumes in Fusion 5 

and Standard 17.  Recovery of DNA from up to 2 mL samples 

containing 130 mM NaCl.  Averages of N = 3 +/- one 

standard deviation are reported.   

 
Figure 63. Simultaneous purification of E. coli and MSSA 

DNA in membranes patterned with chitosan. Averages of 

N=4 +/- one standard deviation are reported. 
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purification also worked well but with slightly lower recovery.  The total concentration of DNA (E. 

coli + MSSA) added to the system was well below chitosan’s binding capacity indicating that the 

reduced recovery of E. coli DNA may have been a result of insufficient fragmentation during 

purification from bacteria (as described in Aim 2). 

Chitosan storage studies in porous membranes.  The ability of chitosan-patterned membranes to 

retain their function during storage is an important metric to determine the usefulness of this assay 

for LRS.  To test storage, Fusion 5 membranes were patterned with chitosan and stored in a 

desiccated environment for up to six months at either 20 or 40°C.  These results are somewhat 

variable, but on average, the storage periods did not significantly reduce chitosan’s ability to purify 

DNA in the porous membrane, Figure 64.  These data serve as a baseline that indicates chitosan 

retains functionality when stored at either ambient (20°C) or elevated temperatures (40°C).   

 
Figure 64. Chitosan storage studies in Fusion 5 compared to baseline recovery (no storage).  Overall, storage 

for up to six months does not appear to significantly reduce chitosan’s ability to purify DNA; there is also 

minimal differences between storage temperatures.  Averages of at least N=4 +/- one standard deviation 

are plotted.   

5.3.8. RNA purification using chitosan in porous membranes. In addition to DNA purification, initial 

experiments evaluated the feasibility of using chitosan-patterned membranes to purify RNA from 

samples.  For this work, purified RNA was spiked into either 100 or 500 µL of nucleic acid capture 

buffer (50 mM MES, pH 5) and introduced to Fusion 5 membranes patterned with chitosan.  After 

flow of the RNA-containing solution, membranes were washed, and RNA was eluted using the same 

protocol as described for DNA.  Although the overall recovery was ~3-4x lower than the same 

conditions for DNA, this proof of concept experiment shows that this assay is capable of purifying 
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RNA, Figure 65.  These results are not meant to show an optimized system for RNA capture, rather, 

they should serve as a starting point for future projects. 

 

 

Figure 65.  RNA purification in chitosan-patterned Fusion 5.  Recoveries from two sample volumes (100 and 

500 µL) showed no significant difference.  RNA input per sample ranged from 5x104 – 5x105 copies.  

Averages of N=9 for the 100 µL volume and N=5 for the 500 µL volume are reported with error bars 

representing +/- one standard deviation. 

 

5.4. Conclusions and Future Directions 

This work has demonstrated the first example of a system for the simultaneous 

purification and concentration of DNA from complex samples using chitosan and constructed 

entirely from porous membranes.  First, the interaction of porous membrane substrates with 

chitosan was characterized and a method to determine the adsorption capacity of these 

membranes for polymers was described.  Next, to exhibit the broad applicability of this 

system, it was used to purify DNA from complex samples including those with high protein 

content, non-target DNA, high salinity, and known amplification inhibitors such as blood.  

These samples are just a few examples of potential inputs that can be handled by this system.  

The choice of membrane and pH of assay solutions provides the ability to control the sample 

processing time, volume, and concentration factor.  Thus, large volume samples such as urine 

or contaminated environmental water can be rapidly processed with this system at the POC.  

RNA purification using this in-membrane system was also demonstrated as initial proof of 
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concept data.  Further, this system is already well-suited for untrained end users via the use 

of automatic sequential reagent delivery139,229.  Finally, the assay has shown to be stable over 

a six-month period at two storage temperature.  This method can directly integrate with other 

paper-based point-of-care technologies such as in-membrane amplification141 and detection 

(see Aim 4 for more details).   

The next project that builds upon this work should continue to investigate and optimize 

RNA purification and concentration from complex sample matrices.  Ideally, a simultaneous 

DNA/RNA purification system would allow for expanded use.  Further, this work should be 

tested with other polyamines.  Chitosan has proven to be very effective, but it is one of many 

polyamines that interact strongly with nucleic acids.  An interesting extension of this work could 

involve the investigation and comparison of other common polyamines such as: high molecular 

weight (Mw) chitosan, linear polyethylenimine (PEI), branched PEI, and poly-l-lysine (PLL).  The 

variation in properties such as size and pKa may enable more effective purification and concentration 

for different sample types.  Examples of common polyamines are summarized in Table 8. 

 

Table 8. Comparison of polyamines for DNA purification in porous membranes. *Based on availability from 

Sigma Aldrich. 

Polymer Mw Range Length (nm) pKa Price (g)* 

Low Mw chitosan 

 

4–6 kDa 14–20 nm 
6.3-

6.5223 
$18.85 

High Mw chitosan 

 

50–190 kDa 170–646 nm  
6.3-

6.5223 
$1.04 

Linear PEI 

 

2–25 kDa 18–273 nm 
8.5-

9255 
$53.90 

Branched PEI 

 

~ 25 kDa ~ 138 nm 
8.3-

8.5255 
$0.62 

Poly-l-lysine 

 

150–300 kDa 985–1970 nm 9.9256 $0.10 
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6. Specific Aim 4: Automation of large volume sample processing through controlled fluid 

movement in multi-material porous networks 

Laboratory assays to diagnose chlamydia and gonorrhea from urine specimens require up to 25 

mL of sample.  At the point-of-care, immunoassays can call for anywhere from 0.1–15 mL, but these 

tests often require multiple pre-processing steps, mains electricity, and expensive equipment prior to 

pathogen detection257.  Additionally, these commercially available rapid tests tend to have poor 

accuracy, leaving patients with ambiguous results.  To broaden the effectiveness of POC STI testing, 

new devices are being developed that rely on detecting pathogen DNA.  Many of these devices use 

paper-based platforms that avoid the need for expensive equipment, but still lack automation and 

require multiple user steps.  Additionally, most POC paper-based devices are limited to processing 

only a few hundred microliters (µL) of sample, which is far less than is needed for clinical utility.   

This work describes the development and testing of a paper-based platform to automate sample 

processing from large volumes of urine (1–5 mL). This system relies on updating the fundamental 

understanding of how membranes wet and how fluid flows through multi-material networks.  This 

need is also driven by the high complexity of human samples that requires multiple pre-processing 

steps.  These methods are utilized for complex sample preparation from urine samples with 

downstream biomolecule detection, which would not otherwise be feasible with traditional paper 

microfluidic approaches.   

This chapter included five subsections: (i) enhancing flow through porous membranes to reduce 

processing time of large volume samples; (ii) controlling fluid flow direction to sequence reagent 

delivery; (iii) automating multiplexed purification and concentration of C. trachomatis (CT) and N. 

gonorrhoeae (NG) DNA directly from pathogens in human urine; (iv) demonstrating platform 

compatibility with in-membrane NAAT and lateral flow readout; and (v) comparing device results to a 

clinical system used to detect CT/NG.  This work linked the sample preparation modules developed in 

Aims 1–3.  

 

6.1. Background 

Valving options for controlling fluid flow in porous networks.  During the last decade, multiple 

groups have demonstrated mechanisms for controlling fluid flow in porous networks through a 

variety of valving options.  Materials can be embedded into a membrane to slow or delay flow.  Noh 
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et al. utilized varying concentrations of patterned wax to control fluidic timing in porous 

devices258,259.  Lutz et al. developed a different approach by embedding sugar barriers into porous 

membranes.  Higher concentrations of sugars resulted in longer delays for fluid delivery260.  The 

Yager, Lutz, and Fu groups have also designed methods for the sequential timed delivery of reagents 

through two-dimensional paper networks that rely on volume metering47,229,261,262.  Chen et al. 

developed a fluidic diode using a combination of hydrophobic and hydrophilic coatings to control 

direction and sequencing of fluid flow, Figure 66263. 

 
Figure 66. Paper diodes for controlling reagent flow in porous networks.  A. Schematic of paper diode.  B. 

Time series of paper diode where the triggering fluid which contains surfactant, green, wets the 

hydrophobic region separating the gated fluid, blue, from the main fluidic path.  Once the gap has been 

wetted by the surfactant-containing fluid, the gated fluid can flow freely.  Reproduced from Chen et al.263 

Although many of these systems effectively control flow, they also share some limitations.  For 

example, most of these methods are only able to turn flow on or off, but cannot do both.  Many of 

these systems also introduce an additional reagent (wax, sugar, etc.) into the primary fluid path.  

These reagents may interfere or completely inhibit downstream reactions such as NAATs264–266. 

With these concerns in mind, Toley et al. developed valves that utilize fluid to actuate expanding 

elements.  These elements and fluids are isolated from the main fluid pathway and do not introduce 
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additional reagents.  Also, these expanding valves can turn flow on or off and cause fluid 

diversion/redirection, Figure 67267.  This system was able to achieve fluidic delays ranging from 5 

seconds to 25 minutes with coefficients of variation of less than 9%. 

 

 
Figure 67. Controlling fluid flow through paper-actuated expanding elements. A. Schematic of an on-switch 

and B. experimental verification.  C. Schematic of an off-switch and D. experimental verification.  E. 

Schematic of a diversion or fluid re-direction switch and F. experimental verification.  All images were 

modified from Toley et al.267 

Recent publications have reviewed valves for paper microfluidics including those detailed 

above268–270.  Although effective, many these systems are limited to use with a maximum of a few 

hundreds of µLs of input sample.  When processing large volumes such as urine or dilute blood, 

devices may need to manage up to 5–10 mL of fluid.  In urine, for example, the first 5–10 contain the 

highest concentration of pathogens and biomarkers101.   

In recent years, multiple groups have used isotachophoresis to concentrate pathogen biomarkers 

from complex samples92,95,271, but these systems often use small sample volumes and involve 

multiple pre-processing steps, such as off-device centrifugation and sample dilution272.  Additionally, 

isotachophoresis can be sensitive to high salt and white blood cell concentrations found in clinical 

samples272.   
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Linnes et al. developed an integrated method for paper-based NA extraction that relies on solid 

phase extraction.  This method was then coupled to in-membrane isothermal amplification to detect 

chlamydia71.  Although effective, this device required multiple user steps, utilized only a small 

volume of urine (between 10–100 µL), and only processed chlamydia elementary bodies instead of 

the biologically accurate chlamydia infected epithelial cells.  Our group has previously published on 

an in-membrane sample processing method that concentrated DNA from up to 2 mL of sample (see 

Aim 3), but that system did not include any automation to enable development of an integrated 

device140.  This complexity of realistic samples requires a reimaging of device design and fluid 

processing. 

Volumetric flow rate through fully saturated porous membranes is dictated by Darcy’s law, 

(Equation 11. 

 

 
(Equation 11) 

 

Where the flow rate (Q), is proportional to the membrane permeability (κ), the cross-sectional area 

of flow (A), and the pressure drop from the inlet (pa) to the wetting front (pb).  In porous 

membranes, the pressure at the point of measurement is equal to the membrane capillary pressure 

(pb = pc).  The volumetric flow rate is inversely proportional to the fluid viscosity (µ), and the length 

of imbibition (L)273,274.  This equation indicates that as flow progresses further into a porous 

membrane, it begins to slow down due to the 1/L term (as described by the Lucas-Washburn 

equation275). 

Mendez et al. reduced the slowing of flow rate during membrane wetting through optimized 

geometry to achieve a nearly constant flow rate in the rectangular section of the membrane, Figure 

68.  An increase in fan angle leads to an increase in cross-sectional area, decreasing the wetted 

length for a given fluid volume and thereby increasing the flow rate, as dictated by Darcy’s Law. 
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Figure 68. Models and experiments predicting flow through porous membranes.  Wet-out of the standard 

rectangular membrane shows decreased velocity with increasing length and time.  The modified geometry 

of the fan-shaped membrane increases the cross sectional area while decreasing the length required for 

fluid to travel leading to nearly constant flow rate through the rectangular section of the membrane.  

Modified from Mendez et al.276 

Most of these situations still rely on two-dimensional flow in x and y through a porous network.  

After flow has developed in a primary membrane, the waste pad begins to wet, Figure 69.  Flow 

through this multi-material network now becomes a series implementation of Darcy’s Law277 

through the two different membranes.  As the fluid wicks further into a waste pad, flow velocity 

decreases due to increased resistance.  This slowing velocity with increasing distance means that in 

order to accommodate large sample volumes, such as urine, the very large waste pads required can 

take a long time to uptake the fluid. 

An alternative method for handling flow of large 

volumes while maintaining fast flow rates is to increase 

z-direction or transverse flow.  By stacking multiple 

waste pads in the z-direction, rapid flow rates can be 

maintained and the overall x- and y-dimensions of a 

porous network device can be greatly reduced for a given fluid volume.  For example, cellulose is a 

common waste pad material with a fluid capacity of ~80 µL/cm2 of membrane area (CFSP223000 

cellulose from EMD Millipore).  A 1 mL sample would fill 12.5 cm2 of membrane.  Flow laterally 

through a membrane with dimensions of 1 cm wide by 12.5 cm long would slow significantly as it 

filled the entire 12.5 cm of length, according to Darcy’s Law.  The thickness of this membrane is ~0.2 

cm.  If transverse flow was exploited via stacked waste pads of dimensions 1 cm by 1 cm, a distance 

of only 2.4 cm in the z-direction would be required for the entire volume to flow.  Darcy’s Law 

 

Figure 69. Multi-material porous network. 
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describes that flow rate is inversely proportional to the distance traveled by the fluid.  Comparing 

the single waste pad and stacked waste pad configurations estimates that flow rate with the stacked 

waste pads is more than 5x faster than the large single waste pad. 

The use of porous materials for affordable diagnostics is partially driven by their automatic 

wicking of fluids, removing the need for potentially expensive equipment for operation such as 

syringe pumps261.  This automatic wicking is driven by two principles: pressure and saturation.  Fluid 

wicks into a membrane based on a pressure differential between a fluid source and the wetting front 

in the membrane.  The pressure of the wetting front, called the capillary pressure, is defined by the 

surface tension (γ) of the imbibed fluid, the liquid/solid contact angle (θ), and the radius of the pores 

in the membrane (rm)276, (Equation 12. 

 

(Equation 12) 

Capillary pressure is inversely proportional to pore radius; materials with smaller pores have 

higher magnitude, more negative, capillary pressures.  In order for a porous material to wet, the 

supply fluid needs to provide a more positive pressure than the capillary pressure, resulting in flow 

down a pressure gradient.  This is often achieved through an unrestricted fluid source such as a well, 

Figure 70A.  If one porous material is acting as a source for a second material, then the capillary 

pressures at the junction of the materials needs to flow from more positive to more negative in order 

for the second material to wet, Figure 70B.    

 

Figure 70. Wetting of porous membranes based on membrane capillary pressures (Pc).  A. Pressure vs. position for 

a porous media wicking fluid from a well. The pressure at the fluid source is set to zero, and the pressure at the 

wetting front is the negative capillary pressure ((Equation 12). Based on Darcy’s Law, this causes the wetting front 

to advance further into a porous membrane.  Image adapted from Dr. Joshua Buser.  B. A porous membrane can 

act as a source for another membrane if the capillary pressure of the primary membrane is more positive than that 
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of the secondary membrane at the intersection of the two materials. 

 

Additionally, capillary pressure is a function of membrane saturation.  Many previous 

publications use the simplified models described above for flow in paper microfluidic devices.  The 

most commonly cited are the Washburn equation and Darcy’s Law.  The Washburn equation is 

limited to flow in one dimension while Darcy’s Law can be used in multi-dimensional flows.   Both of 

these models, however, are not fully representative of complex flow in porous media.  For example, 

both Washburn and Darcy assume a fully saturating wetting front.  In reality, the wetting front in a 

porous membrane is only partially-saturated and the degree of saturation depends on specific 

properties of the individual membranes such as the water retention curve (WRC) and the system 

geometry.  To accurately predict wetting of multi-material systems, the effect of membrane 

saturation on capillary pressure needs to be incorporated.  

Figure 71 shows three WRC for three hypothetical 

membranes (these curves are very similar to the actual 

curves of porous materials, but are used here as a 

simple demonstration).  For each material, the less 

saturated, the more pressure is available to wet.  This 

is partially driven by the heterogeneous pore size 

distribution in individual membranes.  Small pores 

within a membrane will wet first due to  

the more negative capillary pressure; smaller pores 

hold small volumes hence the low saturation at large 

pressures.  Once the smaller pores have filled, the 

larger pores will begin to fill, taking up more volume at 

moderate pressures therefore leading to a rapid 

increase in saturation as shown by the sigmoidal shape 

of the WRC.  If the WRC of two connected membranes do not overlap in a given pressure range, 

then there will be minimal wetting of the low-pressure membrane (dashed black) if the higher-

pressure membrane (solid black) starts off with the fluid.  On the other hand, the medium-pressure 

membrane (solid green) would be predicted to partially drain the higher-pressure membrane (solid 

black) by the overlap of WRC. This section of work is in collaboration with Dr. Joshua Buser.  A full 

description of the partially-saturated fluid flow model is beyond the scope of this thesis, but can be 

 

Figure 71.  Example water retention curves 

(WTC) for three different membranes.  

Membrane 1 would serves as a poor source 

for membrane over this pressure range.  

Membrane 1, however, would serve as a good 

source for membrane 3 above the noted 

overlap pressure.  
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found in Dr. Buser’s thesis (University of Washington, Department of Bioengineering, 2016) and in a 

separate manuscript (Buser et al. in preparation).   

These properties and careful selection of materials and geometry were used to control flow 

direction in multi-material networks.  Figure 72 shows a porous network composed of multiple 

materials; the primary membrane is connected to a fluid source and a waste pad.  This primary 

membrane is sandwiched between two pieces of the secondary membrane at the overlap region, 

Figure 72B.  During wetting, the primary membrane will take up fluid.  The secondary membrane has 

larger pores and a smaller magnitude pressure than the local fluid pressure at the junction, therefore 

it remains dry as the fluid flows through the overlapped region, Figure 72C.  The secondary 

membrane will remain dry as long as the pressure magnitude in the primary membrane is greater 

than the capillary pressure of the secondary membrane.  If an additional fluid source is connected to 

the secondary membrane, the pressure magnitude in the membrane decreases during wet-out and 

fluid can now flow through the overlap region.  Because this mechanism relies on membrane 

pressures, we have dubbed it the pressure-switch, or p-switch for short. 

 

 
 

Figure 72. P-switch: pressure-controlled flow through multi-material networks.  A. Device 

imaged next to a Samsung Galaxy S6 mobile phone and US quarter for scale.  B. Schematic of 

the device using a multi-material network.  The primary membrane is sandwiched and making 

contact with the two halves of the secondary membrane as shown in the cross-section.  C. 
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Image from a video using colored liquids to show fluid flow in the device.  Initially, flow is 

directed through a small-pore, higher-pressure primary membrane.  The secondary membrane 

has larger pores and a smaller magnitude pressure; therefore it remains dry as the fluid flows 

through the overlapping region.  Flow can be directed through the secondary membrane from 

an additional fluid source. 

 

Currently available POC tests for chlamydia and gonorrhea.  There are a number of rapid tests 

available for the diagnosis of chlamydia and gonorrhea at the POC.  Many of these tests target 

pathogen-specific antigens in the urine.  Although they are simple to use, they also have very poor 

predictive value117,118.  Causer et al. compared two antigen-detecting paper-based tests and the 

GeneXpert, an instrumented NAAT for POC tertiary clinical settings, to laboratory PCR tests for the 

detection of chlamydia and gonorrhea.  Both of the antigen-detecting tests had poor sensitivity, 27.3 

and 66.7%, while the GeneXpert performed very well, 100% sensitivity, compared to conventional 

laboratory PCR257.  A major review in late 2014 also showed that most rapid immunoassays for 

detection of these pathogens perform very poorly, but all the tested NAATs have sensitivities of at 

least 86%278.  Although systems like the GeneXpert are very sensitive, they also are very expensive279 

and require electricity, multiple trained user steps for operation, and maintenance.  The operational 

requirements for some of the common methods of chlamydia and gonorrhea diagnosis at the POC 

and in the laboratory are detailed in Table 9. 

 

Table 9. Summary of the operational characteristics for common methods of chlamydia (CT) and gonorrhea (GN) 

diagnosis.  Adapted from Causer et al.257, Gaydos et al.280, and Lowe et al.281 

Test 

On-device 

sample 

reparation 

Starting 

Sample  

Vol. (mL) 

Sample 

prep time 

(min) 

Time to 

result 

(min) 

Number 

of steps 

Ease of result 

interpretation 
Required equipment 

Sens & 

spec 

Laboratory 

PCR (CT/GN) 
No Up to 25 mL 

Varies: 

5-30 
90 Multiple 

Easy (with 

computer) 

Power supply, laptop, 

thermocycler, CT/GN 

assay reagents 

Gold 

standard 

GeneXpert 

(CT/GN) 
Yes 1 mL 1 90 4 

Easy (with 

computer) 

Power supply, laptop, 

GeneXpert machine, 

CT/GN cartridges 

100% 

100% 

Diaquick CT No 15 mL 18 10 8 
Moderate 

(qualitative) 

Test kit, buffers, 

centrifuge and power 

supply, timer 

27.3% 

98.5% 

Lateral flow 

card GN 
No 15 mL 18 10 8 

Moderate 

(qualitative) 

Test kit, buffers, 

centrifuge and power 

supply, timer 

66.7% 

76.9% 

 

Recently, interest has increased in the development paper-based NAATs for the detection of 

chlamydia and gonorrhea at the POC.  Multiple groups have used isotachophoresis for the 
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purification of NA combined with NAAT92,271.  These systems are able to achieve high concentrations 

of the desired NA targets, but often involve multiple pre-processing steps and small volumes.  

Bercovici et al. used isotachophoresis for the purification of NA from mock urine samples, but their 

system involved off-device centrifugation and sample dilution272.  Additionally, the authors noted 

that this method was sensitive to the high salt and white blood cell concentrations found in clinical 

urine samples272.  Recently, Moghadam et al. demonstrated a system for paper-based 

isotachophoresis.  Their system was able to achieve upwards of 1000x concentration, but they only 

used small volumes, 100 µL, in simple TE buffer95.  Linnes et al. developed an integrated method for 

paper-based NA extraction system coupled to in-membrane isothermal amplification to detect 

chlamydia71, but again it only can handle small sample volumes and requires multiple trained user 

steps.   

Although effective, all of these systems require multiple user steps and small volumes of urine, 

between 10–100 µL.  In contrast, the methods detailed in Table 9 utilize between 1 and 25 mL of 

urine for diagnosis.  The clinical load of chlamydia and gonorrhea in the urine can vary between 

2x101 – 2x106 CFU/mL (2x10-2 – 2x106 CFU/µL)102–105 and 1x102 – 1x107 CFU/mL (2x10-1 – 2x104 

CFU/µL)106, respectively.  Based on these values, many of the current POC paper-based devices are 

using at least an order of magnitude too little sample to detect the clinically-relevant range of 

concentrations of these pathogens. 

The main objective of this chapter was to develop an automated and integrated paper-

based sample preparation device.  This device linked cell lysis, gDNA fragmentation, and NA 

purification and concentration, as described in the previous aims.  Additionally, this system 

was able to rapidly process at 1–5 mL of sample.  This device serves as a demonstration of 

the p-switch for automated reagent sequencing.  Urine was the primary sample type tested, 

but this work serves as a platform for large volume processing in porous membranes that can 

be extended to other sample types such as water or diluted blood.  This system enables the 

integration and automation of complex, multi-step assays which would otherwise not be feasible 

with traditional porous membrane-based microfluidic approaches. 

 

6.2. Methods 
Cell Culture.  Neisseria gonorrhoeae (N. gonorrhoeae, strain 19424) was cultured directly from 

frozen stock on chocolate agar plates at 36°C in a 5% CO2 environment.  After 24-48 hours, colonies 

were collected from the plate and resuspended in 10 mM Tris buffer, pH 8. 
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Mammalian Cell Culture.  Freshly cultured McCoy cells (ATCC CLR-1696) infected with C. 

trachomatis serovar L2 (LGV 434) were obtained from collaborators at the Harborview STI Clinic. To 

prepare the cells for experiments, culture media was removed and cells were washed with an equal 

volume of PBS, followed by treatment with 0.25% trypsin with shaking at 37°C for 15 minutes. 

Detached cells were pelleted by centrifugation at 13000 ×g for 3 minutes. The supernatant was 

decanted and the cells were resuspended in 1× volume of 10 mM Tris buffer, pH 8.   

qPCR.  S. aureus DNA was quantified with a qPCR kit for the ldh1 gene provided by the ELITech 

Group (ELITech Group Molecular Diagnostics, Bothell, WA, USA). The 20 µL reactions were run on a 

Bio-Rad CFX real-time PCR instrument (Hercules, CA, USA) using the following protocol: 50°C hold for 

2 minutes, 93°C hold for 2 minutes, 45 cycles of 93°C for 10 seconds, 56°C for 30 seconds, and 72°C 

for 15 seconds, ending with final elongation step at 72°C for 5 minutes. Fluorescence data were 

collected during the 56°C annealing step in the Texas Red channel. The qPCR results were analyzed 

using the automated threshold cycle (CT) value calculation in the Bio-Rad software. This assay was 

sensitive down to ~10 copies of the target sequence.  Assay primer and probe sequences can be 

found in Appendix 1. 

N. gonorrhoeae DNA recovery was quantified with qPCR for the porA gene132 using the SensiFAST 

probe No-Rox kit from Bioline (Taunton, MA, USA). The 20 µL reactions were run on a Bio-Rad CFX 

real-time PCR instrument (Hercules, CA, USA) using the following protocol: 95°C hold for 3 minutes, 

40 cycles of 95°C for 10 seconds, 60°C for 30 seconds. Fluorescence data were collected during the 

60°C annealing step in the FAM channel. The qPCR results were analyzed using the automated 

threshold cycle (CT) value calculation in the Bio-Rad software (Hercules, CA, USA). These assays were 

sensitive down to ~10 copies of the target sequences.  Assay primer and probe sequences can be 

found in Appendix 1. 

C. trachomatis DNA recovery was quantified with qPCR for the omcB gene133 using the SensiFAST 

Probe No-Rox kit from Bioline (Taunton, MA, USA). The 20 µL reactions were run on a Bio-Rad CFX 

real-time PCR instrument (Hercules, CA, USA) using the following protocol: 95°C hold for 3 minutes, 

40 cycles of 95°C for 10 seconds and 60°C for 30 seconds. Fluorescence data were collected during 

the 60°C step in the FAM channel. The qPCR results were analyzed using the automated threshold 

cycle (CT) value calculation in the Bio-Rad software (Hercules, CA, USA). This assay was sensitive 

down to ~10 copies of the target sequence.  Assay primer and probe sequences can be found in 

Appendix 1. 
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Reducing timing for large volume sample processing.  Flow through the transverse section of a 

porous membrane can greatly increase sample processing time due to shorter distances for fluid to 

travel and increased surface area for volumetric uptake.   

Glass fiber members were used as the primary membrane type and were cut into 1 x 5 cm 

pieces.  Cellulose membranes were selected as the waste collection reservoirs and were cut to either 

2 x 3.3 cm, Figure 73A, or 9.5 x 6.7 cm, Figure 73B.   Waste pads overlapped the last 2 cm of the 

glass fiber membrane.  Up to 2 mL of 50 mM MES buffer at pH 5 was flowed through each set up and 

the total processing time was recorded. 

 
Figure 73. Schematic of waste pad configurations for large volume sample processing experiments. A. 

Stacked waste pads where L = 2 cm (10*0.2 cm, thickness of the cellulose membranes). B. Large single 

waste pad where L = 9.5 cm. 

 

The p-switch:  pressure-based system for controlling fluid flow in porous membranes.   The novel 

porous membrane-based DNA purification 

system detailed in Aim 3 worked very well as a 

single unit module.  Moving forward, this system 

was integrated with  cell lysis and amplification.  

The first iteration of the purification module 

utilized only flow in one direction, Figure 74A.  

After capture and wash, the eluted DNA also 

flowed toward the waste pad.  This linear 

purification was not compatible with amplification for multiple reasons: (i) the linear flow directed 

the purified DNA toward the waste pad, and (ii) amplification reagents could not be stored directly 

 
Figure 74. Schematic of A. linear purification and B. 

purification with controlled fluid flow. 
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upstream of the capture region because they would flow into waste.  In order to integrate this 

purification module with downstream amplification, the eluted DNA was flowed into a clean 

membrane in a different direction than the primary linear purification, Figure 74B.  The p-switch was 

used to accomplish this task. 

Devices were built as shown in Figure 74B with Fusion 5 (GE Healthcare Life Sciences) as the 

primary membrane and 8964 glass fiber (Ahlstrom) as the secondary membrane.  The waste pad was 

made from cellulose (CFSP223000 EMD Millipore) and the membranes were held in place by the 

adhesive layer of the Mylar backing.   

The purification experiments were run as previously described140, with the following changes.  

For these tests, 10 µL of fragmented MRSA gDNA (~1x104 – 1x105 copies/µL) was diluted into 990-

3990 µL of either buffer or discarded urine samples (Appendix 2) for a resulting concentration of 

~1x102 – 1x103 copies/mL.  The full volume was then flowed through the device followed by 250 µL 

of wash buffer (50 mM MES, pH 5).  The 250 µL of elution buffer (50 mM Tris, pH 9) was manually 

added to the secondary membrane.   

After the secondary membrane was fully wet, the chitosan and elution sections of the device 

were removed and fluid was recovered by centrifugation at 10,000 xg for 3 minutes.  The amount of 

target DNA in the fluid from each membrane region was quantified by qPCR, correcting for volume 

recovered from the section.   

Automating the p-switch through timed release of the secondary fluid source – the pinch valve.  

The secondary fluid source can be activated automatically, causing elution of the nucleic acid though 

the secondary membrane, Figure 75.  For this purpose, a small leg of Fusion 5 membrane extends 

from underneath the cellulose waste pads, which only wets once the cellulose pads reach a certain 

level of saturation. This leg of Fusion 5 is in contact with a section of water-soluble paper, which 

dissolves on contact with liquid. This paper is holding closed a pinched section of silicone tubing that 

prevents flow of the elution buffer.  When the water-soluble paper dissolves, the pinch is released, 

allowing fluid to flow through the previously closed tubing and into the inlet of the secondary 

membrane, activating elution through the overlapped junction of the p-switch. 
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Figure 75.  Automating the p-switch for the large volume sample concentration: schematic and image from a 

video of the device.  A. Before sample has reached the waste pad.  B. Initially, the elution buffer well is full, but 

the tubing connecting the well to the secondary network is pinched closed.  The sample flows through the 

primary network into the waste pad.  C. When the waste pad reaches a sufficient level of saturation, the 

activation leg wets a water-soluble membrane (black), which dissolves and breaks causing the pinch on the 

elution tube to be released.  D. When the pinch is released, the elution buffer flows through the junction and 

fills the secondary network.   

The geometry of the p-switch device was optimized to improve elution from the overlapping 

region.  First, the number of legs connecting the elution fluid to the overlap region was tested, 

Figure 76A, followed by the degree of overlap at the junction, Figure 76B.  The goal of the 

optimization experiments was to improve both DNA recovery and concentration factor. 
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Figure 76.  Optimizing p-switch geometry to improve elution of DNA from the junction.  A.  Comparing one v. 

two v. three leg overlaps.  B.  Comparing degree of membrane overlap. 

The automated p-switch for DNA purification experiments were run as described above with 

fragmented MRSA gDNA (~1x104 – 1x105 copies) diluted into 1–4 mL of 50 mM MES buffer, pH 5.  

The sample contain DNA was added to the sample collection well and flowed through the device 

without a wash step.  After the flow of sample was complete, 750 µL of the elution buffer (250 mM 

Tris, pH 9) was automatically released via the pinch valve to wet the secondary membrane, as 

described above.  After the secondary membrane was saturated, fluid was recovered from the 

removed sections of membrane by centrifugation at 10,000 xg for 3 minutes.  Recovery of target 

DNA was quantified by qPCR correcting for elution volume.  Elution volume was measured using a 

Pipetman and qPCR signal was multiplied by the volume to account for total recovery of input DNA, 

(Equation 13.  Sample concentration factor was also determined as described in Aim 3. 

 

 

(Equation 13) 

 

Freshly cultured N. gonorrhoeae and/or C. trachomatis infected epithelial cells (CT+ epi cells) 

were spiked into 1–2 mL of de-identified, discarded human urine provided by the Harborview STI 

Clinic.  Samples included dry MES buffer for pH modulation (see Aim 1 for details) and were heated 
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using a heat block for 10 or 15 minutes at 95°C to lyse cells and fragment DNA (see Aims 1 and 2).  

After heating, samples were added to the sample reservoir and devices were ran as described above.  

Recovery was quantified by qPCR. 

Validating individual components of the integrated p-switch device.  In addition to measuring the 

device output (qPCR of the elution), the performance of individual device components was 

quantified.  Lysis was quantified by taking a 10 µL aliquot of the lysate after heating and prior to 

introducing to the p-switch device.  Lysates were diluted before qPCR to reduce potential inhibitory 

effects from urine.  DNA fragmentation was evaluated by quantifying the amount of DNA that 

transported effectively through a Fusion 5 membrane.  This was measured as described in Aim 2 

using a 40 µL aliquot of the lysate after heating and prior to introducing to the p-switch device.  

These components were individually quantified to determine areas of loss or reduced device 

performance, Figure 77. 

 

 

 

Figure 77.  Schematic of device and individual 

component testing.  Transport was quantified in 

Fusion 5, the primary membrane of the full p-switch 

device.  Lysate was diluted prior to qPCR to reduce 

potential inhibitor effects from the patient urine 

samples. 

 

Effect of non-target urine DNA on automated p-switch.  The NA from 500 µL of urine specimens 

were purified by lysing intact cells at 95oC for 10 minutes followed by ethanol precipitation using 

glycogen.  Purified NA were resuspended in 50 µL of sterile water and quantified using a Nanodrop.  

This method accounts for both DNA and RNA in a sample because actual human samples will contain 

both molecules.  Increasing amounts of these NA (non-target NA from urine) were spiked into 1000 

µL of 50 mM MES, pH 5, with 1 x 105 copies of purified N. gonorrhoeae DNA (0–500 ng; 0–5000x 

non-target DNA compared to target DNA).  These samples were then processed using the automated 

p-switch to determine the amount of non-target urine NA that would reduce recovery of the target 
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DNA.  N. gonorrhoeae DNA recovery was quantified with qPCR.  Increasing amounts of purified urine 

NA were also spiked into the qPCR standards to account for potential amplification inhibition.   

Compatibility of p-switch with in-membrane NAAT and lateral flow detection.  Purified samples 

from p-switch devices were used to rehydrate amplification reagents stored in porous membranes.  

These experiments demonstrate the potential to integrate this sample processing platform with in-

membrane NA detection via lateral flow.  Either 20 µL of lysate (urine samples spiked with  

pathogens post lysis and fragmentation, but prior to DNA purification) or p-switch purified samples 

were added to Standard 17 membranes with dried with N. 

gonorrhoeae or C. trachomatis isothermal Strand Displacement 

Assay (iSDA) reagents, Figure 78.  The rehydrated membranes 

were sealed in a commercially available hybridization chamber 

and heated to 49°C for 30 minutes to facilitate amplification, as 

described previously138. 

After heating, fluid was collected from the membranes via 

centrifugation at 8000 xg for 1 minute followed by the addition of 

sodium chloride and PEG to aid in lateral flow56.  Pre-striped 

lateral flow membranes, provided by collaborators at ELITechGroup, were placed in the post-

amplification solution and signal developed as sample flowed.  Results were read by eye after 15 

minutes of lateral flow and imaged using a benchtop scanner. 

Clinical test comparison.  Results from the integrated p-switch system were compared to results 

from a standard clinical test to detect chlamydia and gonorrhea.  Five NG/CT negative urine 

specimens were spiked with freshly cultured N. gonorrhoeae and CT+ epithelial cells, one sample 

was not spiked with pathogens to serve as a negative control.  This sample was the same urine as 

one of the five spiked samples to evaluate the effects of the background matrix on the systems.   

The six spiked samples (five with NG/CT and one without) were labeled HS1-6 (HS for Harborview 

Samples) and 2 mL aliquots given to collaborators at the Harborview STI Clinic to run blinded using 

the Aptima 2 Combo CT/NG test.  The remainder of the samples were split into N=3 of 2 mL each, to 

match the volume used by the Aptima test, and processed using the automated p-switch as 

described above.  The results from the clinical Aptima system (+/- for the pathogens) were 

compared to outputs from the p-switch.  P-switch outputs were quantified by qPCR and tested in dry 

iSDA pads with lateral flow detection. 

 

 

Figure 78. Schematic of in-

membrane amplification tests. 
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6.3. Results and Discussion 

The main objectives of this work were to develop methods and tools to integrate the sample 

preparation modules for complex samples described in Aims 1–3.  These developments included 

ways to decrease the time to process large volume (1–5 mL) samples, controlling flow direction and 

reagent sequencing, and testing this integrated system with clinical samples.  

 

6.3.1. Reducing timing for large volume sample processing.   

As described above, Darcy’s Law dictates that flow rate through porous media is inversely 

proportional to the length traveled by the fluid.  This is especially important for large volume 

samples.  To reduce the length fluid travels through the membrane, the geometry of a porous 

network can be optimized by stacking the waste collection pads.  Figure 79 compares the total flow 

time for processing up to 2 mL of sample using stacked waste pads (stacked) v. one large pad (single) 

in both Fusion 5 and Standard 17 glass fiber. 

For both membranes tested, the stacked waste reservoir geometry significantly reduced total 

flow time.  Between the two membranes, Standard 17 was significantly faster than Fusion 5, which 

was expected because Standard 17 has a higher permeability (Buser and Byrnes et al. 2016, in 

preparation).  In general, shorter assay times are desirable to reduce the overall time to diagnosis. 

 
Figure 79. Comparing total flow time of stacked waste reservoirs and single 

large reservoirs for flow through Fusion 5 and Standard 17 (schematic in 

Figure 73).  Averages of at least N=3 +/- one standard deviation are reported.  

*These conditions were not tested. 

  The geometry of this system can be further optimized.  Volumetric flow rate is proportional to 

membrane cross sectional area (A).  By increasing the width and decreasing the length of the 
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primary membrane as well as stacking the elution pads, the total time to flow large volumes can be 

further decreased if required by the assay.  Additionally, work detailed in Aim 3 shows that changes 

in assay time do not significantly effect purification of DNA from the sample.  The rate of  

electrostatic interactions – like the interaction of protonated chitosan and DNA – is significantly 

faster than any flow rate that can be achieved in the membranes using this geometry.   

 

6.3.2. The P-switch: controlling fluid flow direction to sequence reagent delivery 

The images in Figure 72 show the p-switch function with colored fluids.  The next step was to 

verify the efficacy of chitosan capture of DNA in the primary membrane followed by elution into the 

secondary membrane using the p-switch device to control direction of fluid flow.  On average, this 

device worked as well as the standard linear purification and resulted in similar elution profiles, 

Figure 80.  This result is ideal because the p-switch performance enables automation of multiple 

assay steps and redirection of purified sample to a clean membrane rather than having the ustoward 

waste.  The p-switch device was more variable than the linear purification device, likely due to 

secondary membrane misalignment.  If the chitosan region was not directly aligned with the second 

membrane, some of the captured DNA would remain in the primary membrane and not move into 

the elution membrane. 
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Figure 80. DNA purification comparing a p-switch device to a linear 

geometry in Fusion 5.  Averages of at least N=3 +/- one standard 

deviation are reported. 

Next, the p-switch was used as a platform for DNA purification and concentration from 1 mL 

samples.  In this configuration, the device recovered >80 % of the target DNA spiked into discarded 

human urine, Figure 81.  Samples 08, 03, 02, and 05 had pH values at or below 6.8 and showed high 

recovery of target DNA.  The samples also had widely varying salinities (11–214 mM) which may 

have a slight effect of PCR enhancement that would lead to slightly higher than 100% recoveries.  

These results were expected because chitosan, the DNA capture molecule, is positively charged 

below a pH of ~6.5 as described in Aim 3244.  Additionally, this variation is why the pH modulation 

system was developed as described in Aim 1.  

Unsurprisingly, urine samples with pH values above the amine pKa (samples 09, 01, and 04) 

resulted in reduced DNA recovery.  The exception in this dataset is sample 10, which had an 

appropriate pH (5.8) for DNA capture by chitosan, but showed very low DNA recovery.  We 

hypothesize that sample 10 had reduced recovery due to an overloading of the chitosan with non-

target nucleic acids that were present in the patient sample.  Patient 10 had 10x more non-target 

nucleic acids (both DNA and RNA from the urine) compared to the rest of the samples tested.  Based 

on previous work, this amount of non-target nucleic acid is above the capacity of the chitosan 

patterned in this membrane.  The amount of DNA remaining in the chitosan region after elution was 
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less than 10% of the input for each sample and the overall device runtime was between 13-15 

minutes.  Appendix 2 shows characterization of each sample.  

 

 

Figure 81.  Application of the p-switch for in-membrane DNA purification and concentrated from 1 mL of 

discarded human urine samples.  The primary membrane was patterned with a DNA-capture polymer.  

Flow of the 1 mL urine sample through primary the membrane resulted in DNA captured by the polymer in 

the primary membrane at the membrane junction.  After a wash step through the primary membrane, an 

elution buffer was introduced to the secondary membrane causing the DNA to flow through the junction 

and into the elution region.  Sample recovery was quantified with qPCR.  Averages of N=3 are reported 

with error bars representing +/- one standard deviation.  Generally, as sample pH increased, recovery of 

target DNA decreased.    

 

These results were very promising, but this iteration of the p-switch device still required multiple 

user steps: one to add the sample and a second, timed step, to add the elution buffer.  With this in 

mind, the next generation of the device was designed to appropriately time the automatic release of 

the elution buffer into the secondary membrane. 

 

6.3.3. Automating the p-switch for multiplexed purification and concentration of C. trachomatis (CT) 

and N. gonorrhoeae (NG) DNA directly from pathogens in human urine 

To enable device operation without user intervention, a timed release mechanism was added to 

the p-switch system to automatically deliver a secondary buffer after the waste pad was sufficiently 

saturated with sample fluid.  In the automated devices, the waste pad was in contact with a 

connecting arm made of a Fusion 5 membrane.  Fusion 5 was selected as the primary membrane 

because it has been successfully demonstrated with the purification chemistry and due to the 

required differenences in membrane characteristics that drive the function of the p-swtich, as 

described above.  The connecting arm contacted a water-soluble membrane that restrained a plastic 
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lever arm which pinched closed the buffer tubing.  This tubing connected the elution buffer to the 

secondary membrane, as shown in Figure 75.  

Once the waste pad was full, the connecting arm began to fill and wet the water-soluble 

membrane which dissolved and released the lever arm and then the pinch on the tubing.  The 

opened tubing then allowed elution buffer to flow into the secondary membrane, which was made 

of 8964 glass fiber.  Flow of elution buffer through the junction eluted DNA captured on the chitosan 

in the overlap junction.  The eluted DNA then flowed into the dry secondary membrane.  The 

purified and concentrated sample was quantified by qPCR to determine recovery of target DNA. 

The original automated p-switch devices were designed and tested with one leg of the secondary 

membrane overlapping the primary membrane, Figure 72, but those automated devices resulted in 

poor recovery of DNA in the elution region (less than 10%).  Based on the videos run with colored 

fluids, it appeared that target was being eluted upstream and downstream in the primary membrane 

and therefore was lost to waste.  To address this loss, the next prototype employed additional legs 

on the secondary membrane to help focus the flow of eluted DNA to the elution pad.  The one, two, 

and three leg designs were compared.  The two leg system showed very poor elution of the overlap 

region, likely due to the fluid following the path of least resistance into the elution region and 

bypassing the chitosan-coated area, as indicated by the arrows.  Based on these results, the three 

leg device was selected for all remaining experiments, Figure 82. 

 

 

Figure 82.  Improving elution from the overlap region of p-switch 

networks.  A. Schematic of the geometries tested.  B.  Video images of 

final elution results from each design with arrows representing major 

flow patterns into the elution region.  Based on these studies, the three 
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leg design was selected for further optimization. 

 

  Next, the degree of overlap at the junction of the primary and secondary membranes was 

varied. First, multiple geometries were tested with colored fluid to observe general flow patterns, 

Figure 76B. Based on the videos using colored fluid, three designs were compared: the “Double 

Partial”, “Top Full, Bottom Partial”, and “Double Full” designs.  In general, greater amounts of 

overlap lead to a more thorough wash out of the overlap region.   

Next, these three designed were tested with the DNA purification assay using DNA spiked into 1 

mL of buffer.  Both % recovery of input DNA and concentration factor were assessed for each of 

these designs.  These results showed that the “Top Full, Bottom Partial” geometry resulted in the 

highest recovery of DNA and concentration factor with minimal DNA being retained in the chitosan 

region, Figure 83.  All further experiments were performed using the geometries selected from these 

optimization experiments. 

 

 
Figure 83.  Comparing DNA recovery for devices with varying overlap geometries.  

Devices were tested with DNA spiked into 1 mL of buffer and the elution was 

analyzed by qPCR.  The DNA remaining in the chitosan region was also quantified.  

Averages of N=3 are reported with error bars representing +/- one standard 

deviation. 

 

The “optimized geometry p-switch” devices were then tested with 1 and 4 mL inputs (the device 

that had the 4 mL input only processed 3.25 mL before the waste pad filled).  All samples were 

spiked with purified DNA.  Multiple elutions were collected from each device to build an elution 

profile and track when the DNA was eluting from the capture region.  With the optimized system, 
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the majority of the DNA was recovered in the first two elutions.  This is an ideal elution profile 

because the purified sample could immediately flow downstream into an assay (such as a NAAT).  

Each elution volume was ~60 µL.  Overall, the fully automated device recovered ~40 % of the target 

DNA from both the 1 mL and 3.25 mL inputs, Figure 84.  For the 1 and 3.25 mL samples, the 

concentration factors ranged from 1.8-2.9x and 5.2-8.3x, respectively (calculated as described in Aim 

3).   

 

 
Figure 84.  Automating the p-switch for the large volume sample concentration.  Results 

from a DNA purification and concentration experiment using the three-leg automated p-

switch device with “Top Full, Bottom Partial” junction overlap.  Averages of N=6 are 

reported with error bars representing +/- standard error.  The highest percentage of 

purified DNA was recovered in the first two elution volumes (each ~ 60 µL).  The 1 mL 

samples were processed in 12-13 minutes while the 3.25 mL samples were processed in 

32-33 minutes. 

 

With the optimized geometry validated, the next rounds of experiments included testing 

increasingly complex sample types to evaluate their effect on the device.  First, increasing amounts 

of non-target urine NA were spiked into 1 mL samples containing purified N. gonorrhoeae DNA in 50 

mM MES buffer, pH 5.  Urine NA (both DNA and RNA) were purified from patient samples and used 

as the non-target NA because they closely represent what would be in an actual urine specimen 

processed with the p-switch device.  The ratios of target:non-target NA tested ranged from 1:0x – 

1:5000x (adding between 0–500 ng of urine NA).  Based on the provided urine samples from the 

Harborview STI Clinic, 1 mL of urine could have up to ~50000x non-target NA (assuming target inputs 
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of ~1x105 copies).  This study only evaluated ratios up to 1:5000x because this concentration of non-

target NA began to inhibit qPCR preventing accurate quantification of sample recovery, Figure 85A. 

Overall, the concentrations tested showed similar DNA recovery to the baseline experiment (no 

non-target DNA).  Two of the ratios (1:500x and 1:5000x) fell outside the standard deviation (SD) of 

the baseline recovery results.  The 1:500x was not statistically different than the baseline (using the 

95% confidence intervals).  The 1:5000x was statistically different, but as noted above, this amount 

of non-target NA showed inhibitory effects on the qPCR.  Therefore, the reduced recovery may 

actually be an artifact of the measurement method, and not the actual assay.  These results indicate 

the current device configuration and purification assay can handle between 500x-1000x non-target 

urine NA before a significant loss in target recovery. 

 
Figure 85.  Testing increasing amounts of urine non-target NA in the p-switch device.  The target was 

~1x105 copies of purified N. gonorrhoeae DNA.  A.  qPCR standard curves spiked with increasing amounts 

of urine non-target NA to determine effects on quantification.  Standards with 500 ng of non-target NA 

(1:5000x target:non-target for 1x105 input) were moderately inhibited compared to those without any 

non-target NA.  B.  Recovery of DNA across the ratios tested was similar to the baseline recovery (within 

the standard deviation, dashed line).  These results indicate the current device configuration can handle 

between 500x-1000x non-target urine NA before resulting a significant loss in target recovery.  Averages 

of at least N=3 are reported with error bars representing +/- one standard deviation. 

 

Next, the device was tested using discarded human urine samples.  In addition to the purification 

assay, these experiments included the integration of lysis, pH modulation, and gDNA fragmentation.  

Either 1 or 2 mL of urine was spiked with freshly cultured N. gonorrhoeae and/or CT+ epithelial cells 

as well as dry MES buffer to modulate sample pH below 6.  Samples were heated to 95°C using a 

heat block and then introduced to the automated p-switch device.  Aliquots of the lysate were also 

characterized for lysis efficiency and DNA transport, as described above, Figure 77.  After the device 

runs were completed, all elutions and component aliquots were analyzed by qPCR. 
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The first demonstration of the full system was done with urine sample 18 (pH 7.6, 369 mM 

salinity, 6.3 ng/µL of total nucleic acid content).  For both N. gonorrhoeae and C. trachomatis, ~1x107 

copies were spiked into 1 mL of urine; these are high input copy numbers at the top of the clinical 

range, but were selected as a baseline for device validation.  Future studies varied the input 

concentrations of each target.  Overall recovery of purified DNA from both pathogens was low, 

~14%, which appears to be a result of poor lysis, Table 10.  

 

Table 10.  Summary of the integrated sample preparation device.  Performance of each device component 

was quantified as described in Figure 77.  Total Device % Recovery = (% lysis)*(% transport)*(% 

purification).  Averages of N=3 for urine sample 18 are reported. 

Assay Step N. gonorrhoeae C. trachomatis 

Cell Lysis 19 % 48 % 

DNA Transport 90 % 54 % 

DNA Purification 82 % 54 % 

Total Device 14 % 14 % 

 

Even with the low recovery, this was still an exciting result because it was the first 

demonstration of the full system working with real samples.  To address the low lysis efficiency, 

all future samples were heated for 15 minutes, instead of 10.  In addition to urine specimen 18, 

twelve other urine specimens have been tested in the full device with spiked pathogens.  These 

samples showed a wide range of both salinity and pH.  Recovery and concentration factor varied 

across samples, Table 11, likely due to both matrix variation and device construction.  About half 

of the samples were run using the original one leg elution device prior to optimization; the other 

half were run post redesign with the three leg device.  In general, the device showed better 

recovery of C. trachomatis DNA compared to N. gonorrhoeae DNA likely due to the reduced 

effectiveness of cell lysis for NG compared to CT.  The thermal lysis and release of pathogen DNA 

may be significantly effected by the salinities of the solutions that can stabilize membranes. 

 

Table 11.  Summary of device results for urine samples spiked with pathogens.  All recoveries and 

concentration factors are averages of N=3 devices for the same sample. 

Sample % NG Rec % CT Rec 
Conc. Factor 

(NG,CT) 
Original pH 

Original 

Salinity (mM) 

NG Input 

(c/mL) 

CT Input 

(c/mL) 

One leg elution geometry 

12 5.5 % 37.2 % 0.3, 3.4 6.3 184 106 104 

18 10.3 % 10.5 % 1.2, 1.2 7.6 369 107 107 

21 16.5 % 35.9 % 0.7, 0.9 7.1 137 105 104 

26 1.2 % 2.6 % 0.2, 0.2 6.9 49 107 107 

28 26.6 % 65.7 % 1.8, 4.3 5.6 193 105 104 
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35 5.8 % 1.1 % 0.7, 0.7 6.5 67 105 104 

Three leg elution geometry 

11 15 % n/a 1.4 5.6 251 105 - 

12 7 % 28 % 0.7, 2.5 6.3 184 107 106 

20 16 % n/a 0.7 6.0 269 106 - 

23 2 % 7 % 0.1, 0.6 6.7 70 105 104 

24 10 % 45 % 0.9, 4.1 6.8 110 105 104 

29 9 % 37 % 0.7, 3.0 5.4 199 105 104 

31 10 % 70 % 0.9, 6.3 6.8 319 105 104 

 

The recovery results in the above table vary between 1%–27% for N. gonorrhoeae and 1%–70% 

for C. trachomatis, but they demonstrate the feasibility of the device and full integration of multiple 

sample preparation assay steps.  This platform is the first paper-based POC device able to automate 

the rapid (< 30 minutes) processing of large volumes (mL) with minimal user steps.  Additionally, 

these samples are not compatible with downstream NAAT or pathogen identification prior to 

purification (see below), so even with non-ideal low recovery the device is still practical for use in 

many settings. 

 

6.3.4. Demonstration platform compatibility with in-membrane NAAT and lateral flow readout 

The demonstrations above all relied on a heavily instrumented qPCR system for output 

quantification.  Although useful for development, qPCR is not compatible with many POC settings.  

To address this limitation, the device output was tested with in-membrane isothermal amplification 

followed by lateral flow detection.  The ability to link 

sample preparation with on-device NAAT and lateral flow 

allows for usage in truly POC situations. 

To test compatibility, iSDA reagents were dried into 

Standard 17 porous membranes and rehydrated with 

either device elution or urine lysate post lysis but prior to 

purification, as described in the methods section 

(membrane and NAAT preparation courtesy of Ryan 

Gallagher and Enos Kline).  After isothermal amplification, 

pathogen (N. gonorrhoeae or C. trachomatis) detection was confirmed by lateral flow.  The results 

from the dried iSDA pads showed that purified samples were able to be successfully amplified, but 

the lysates, unsurprisingly, inhibited the reactions, Figure 86.  

 

Figure 86.  In-membrane NAAT 

comparing purified and non-purified 

samples.  Input C. trachomatis 

concentration was ~104 copies per 

reaction. 



www.manaraa.com

After the initial demonstration of NAAT compatibility, six additional purified samples were used 

to rehydrate membranes with dried iSDA reagents, Figure 87.  There are a few drop outs (no signal 

at the expected place on the lateral flow strip), likely due to limit of assay detection, and some non-

specific binding with the chlamydia assay (because the NG-specific line was appearing on some 

strips, but there were no NG amplification reagents included in the assay), but overall these results 

show strong performance of in-membrane amplification with device outputs.  The N. gonorrhoeae 

assay was run with the same samples on two separate days to show reproducibility of the dried iSDA 

pads. Patient sample 23 was separated into two aliquots, one was spiked with pathogens and the 

other was not to compare the effects of the sample. Both the purification and the concentration 

mechanisms enable detection of pathogen signal from dilute patient urine specimens. 

 

 



www.manaraa.com

 
Figure 87.  Lateral flow detection of in-membrane iSDA rehydrated with sample purified using the p-

switch device.  A.  N. gonorrhoeae iSDA performed with the same samples on two separate days.  B.  

C. trachomatis DNA. 

 

6.3.5. Comparing p-switch device results to a clinical system used to detect CT/NG 

The final experiment to demonstrate this automated sample processing device was to compare 

its results with a clinically relevant test.  The Harborview STI Clinic uses the Aptima 2 Combo NG/CT 

test for diagnosing chlamydia and/or gonorrhea infection.  This laboratory platform served as the 

clinical comparison to the automated p-switch device. 

The Aptima system processes 2 mL of urine sample using multiple timed heating steps, expensive 

equipment, and trained personnel.  The purification process is highly effective, but also takes 

multiple hours.  After purification, the samples are detected by PCR giving a “positive” or “negative” 

result.  In comparison, the p-switch device takes ~20-25 minutes to process 2 mL of sample and 

requires only two untrained user steps.  To compare performance, patient specimens were spiked 

with pathogens and aliquots were tested in both the Aptima and p-switch platforms.  Collaborators 

at Harborview were blinded to the contents of the samples.  After device purification, outputs were 

tested in both qPCR and in-membrane amplification with lateral flow detection.  All results were 

recorded as “+” or “-“ to match the output from the clinical system.   

Overall, the device and clinical results were nearly identical, Table 12.  Both the device qPCR and 

Aptima results had one false negative (determined to be a false negative because pathogen was 

knowingly spiked into the sample.)  When the device output was characterized by in-membrane 

NAAT with lateral flow readout, the false negative was restored to a true positive.  This result is likely 

due to the amount of sample used in each detection test.  Both the device and Aptima PCR only use 

1 µL of purified sample, while the in-membrane NAAT is rehydrated with 20 µL of sample. 
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Table 12.  Comparing the device output measured by qPCR to the clinical result (as measured by the Aptima 2 

CT/NG Combo Test) and in-membrane amplification with lateral flow readout.  Device results were considered 

positive if 3/3 replicates were positive by qPCR.  In-membrane iSDA with lateral flow readout was considered 

positive if 2/3 replicates had signal.  Patient 23 was split into two samples, one spiked with pathogens and one 

without pathogens to directly compare the potential effects of the patient specimen.  Overall, there was 

strong agreement between this device and the clinical result as measured with either qPCR or NAAT+lateral 

flow.  The in-membrane iSDA may have restored expected signal in Patient 23 (+) for NG because 20 µL of 

purified sample is used to rehydrate the membrane compared to only 1 µL or purified sample used in the qPCR 

or Aptima PCR. 

Specimen 
Spiked 

Pathogen 

Expected 

Result (+/-) 

Device Result 

(qPCR N=3) 

In-membrane 

iSDA (N=3-6) 

Clinical Result 

(Aptima, N=1) 

Patient 12 

(HS1) 

CT + + + + 

NG + + + + 

Patient 24 

(HS2) 

CT + + + + 

NG + + + + 

Patient 29 

(HS3) 

CT + + + + 

NG + + + + 

Patient 31 

(HS4) 

CT + + + + 

NG + + + + 

Patient 23 (+) 

(HS5) 

CT + + + + 

NG + - + - 

Patient 23 (-) 

(HS6) 

CT - - n/a - 

NG - - - - 

 

 

6.4. Conclusions and Future Work 

The work described above details the integration of multiple sample preparation modules into 

an automated device to purify nucleic acids from complex, large volume samples.  Using the 

principles of Darcy’s Law, volumetric flow rates were improved by decreasing the overall distance 

fluid travels through porous membranes.  This enabled up to a 5x increase in total assay speed.  

Simultaneous in-tube lysis and DNA fragmentation are coupled with downstream DNA purification.  

The chitosan-based purification system proved to effectively recover DNA from human urine 

samples spiked with multiple pathogens.  Understanding of the material properties and the effect of 

membrane saturation levels allowed for the development of the pressure-based fluid switch (p-

switch) that controls direction of fluid flow without the complication of additional moving parts.  The 

p-switch was coupled to chitosan purification and resulted in high recovery of DNA.  Finally, the 

output of this device was used to rehydrate isothermal amplification reagents dried in a paper 
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membrane as a step toward a fully integrated device to detect both chlamydia and gonorrhea 

directly from 1–5 mL of urine.  The results from this device aligned with the results from the gold 

standard Aptima system used in clinical settings. 

Beyond the applications demonstrated in this work, the p-switch technology can be used for a 

multitude of other systems in order to automate multi-step assays.  This work provides a unique 

opportunity to integrate sample dilution, sample concentration, and/or controlled fluid flow.  

Currently, a junior graduate student, Caitlin Anderson, has demonstrated that the p-switch system 

can be used for automating sample dilution.  Additionally, undergraduates in the Yager laboratory 

have begun to use the integrated system described above for purifying nucleic acids from diluted 

blood samples.  Another potentially interesting application is using this type of device for purifying 

and concentration other important diagnostic biomolecules – proteins, lipids, or rare cells such as 

circulating tumor cells – from large volume samples.  This work can stand alone as a useful system 

for automated processing of urine samples at the point-of-care, but it also serves as a new platform 

for fully integrated systems that enable automatic control of multi-step assays that would not 

otherwise be feasible with traditional lateral flow-based devices.  

 

7. Overall Conclusions and Future Directions 

This dissertation work has developed an integrated, POC-compatible platform that combines 

pathogen lysis, gDNA fragmentation, DNA purification, and sample concentration using porous 

membrane substrates.  The device has been demonstrated with 2 mL of discarded patient urine 

samples and performs equally-well for identification of C. trachomatis and N. gonorrhoeae from a 

small set of samples compared to the clinical Aptima test.  More detailed summaries of the 

conclusions from each aim are provided below: 

Aim 1: Demonstrate lysis and urine specimen characterization 

- ACP treatment for pathogen lysis is inhibited by salt or buffer concentrations above 50 mM 

and at pH values below 6.5 

- thermal lysis of gram negative pathogens is robust over a range of salt concentrations and pH 

values found in clinical urine samples; and was successfully demonstrated in human urine 

- both thermal and enzymatic lysis show limited effectiveness in porous membranes 

- verified robust thermal lysis of pathogens in urine samples that had been pH-modulated 

- 35 de-identified, discarded human urine samples were characterized 

o average pH: 6.3 (SD=0.7, N=35) 
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o average salinity: 165 mM (SD=91 mM, N=35) 

o average total NA: 8.0 ng/µL (SD=10.0 ng/µL, N=20) 

o average total dissolved solids: 31.2 µg/µL (SD=22.8 µg/µL, N=10) 

Aim 2: Develop a point-of-care-compatible DNA fragmentation method 

- DNA transport through Fusion 5 is not significantly affected by direct or protein-mediated 

adsorption; DNA entanglement, due to length, appears to be a major contributing factor to 

reduced DNA transport 

- Increasing heating time (0–30 min) and heating temperature (85–95°C) results in increased 

transport of DNA and smaller average fragment size for four different cell types (N. 

gonorrhoeae, S. aureus, E. coli, and HeLa epithelial cells) 

- Controlling heating time and temperature can result in selective flow of smaller DNA targets 

in samples with mixed cells (bacterial v. human cells) 

Aim 3: Develop a method to purify and concentrate DNA in porous membranes 

- quantified chitosan retention in common porous membranes 

- quantified DNA binding capacity of chitosan in porous membranes 

- designed an assay to purify and concentrate DNA from complex samples including simulated 

nasal matrix, excess non-target DNA, high salinities, blood, and large volumes 

- shown efficient purification of DNA after chitosan-modified membranes were stored for up 

to six months 

- demonstrated proof-of-concept work for using chitosan-patterned membranes to purify RNA 

Aim 4: Automation of large volume sample processing through controlled fluid movement in multi-

material porous networks 

- optimize device geometry to rapid process large volume samples up to 2 mL 

- demonstrated recovery of pathogen DNA spiked into human urine samples 

- developed the p-switch to automatically control fluid flow direction and reagent delivery for 

large volume samples 

- developed and demonstrated an integrated sample preparation system to lyse cells, 

fragment DNA, purify DNA, and concentrate the sample directly from human urine samples 

- showed device purified samples are compatible with downstream in-membrane NAAT and 

lateral flow detection 

- showed results from the integrated device were the same as the clinical Aptima system to 

successful identify C. trachomatis and N. gonorrhoeae from urine specimens 
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To date, the work presented in this dissertation has been written into nine manuscripts (with 

four additional manuscripts from my time before graduate school and my other extra-graduate 

activities).  Of the nine thesis-related manuscripts, five are first author publications including one 

review focused on the translation of laboratory-based diagnostic systems to POC applications 

(Byrnes et al. Bioanalysis, 2013) and one that is co-first authored (Buser and Byrnes, et al. in 

preparation).  The three additional first author manuscripts include: (i) POC compatible lysis and 

gDNA fragmentation methods which is ready for submission to Lab on a Chip, (ii) development and 

testing of a POC paper-based DNA purification and concentration assay (Byrnes et al.  LOC 2015), 

and (iii) design and development of a fully integrated urine processing system for the POC 

(manuscript in preparation for Nature Methods). 

I have also attended multiple conferences where I have presented posters (BMES 2012 and 2013; 

Gordon Research Conference 2013; MicroTAS 2014, 2015, and 2016) and talks (BMES 2014, 

MicroTAS 2016 Workshop).  At the MicroTAS conference in 2015, I won the award for best poster 

presentation.  Beyond my work in the BioE department, I had the incredible opportunity to complete 

a Masters of Public Health (MPH) in Health Metrics and Evaluation at UW.  My MPH thesis focused 

on quantifying characteristics that drive the use of POC HIV diagnostic devices (Appendix 4).  From 

March 2014–December 2015, I worked on a small side project with the PATH gestational diabetes 

(GDM) team working on a stakeholder surveys and analysis for a new POC GDM test they are 

developing.  I’ve had the opportunity to design and conduct surveys with GDM stakeholders in Brazil 

and China and wrote my first qualitative research manuscript.  Since May 2015, I have been working 

part-time as a Virtual Research Analysis with Intellectual Ventures/Global Good to help research 

topics related to their global health projects.  Working with Dr. Bernhard Weigl, I have begun to 

develop one of these assignments into a manuscript focused on biomarker selection.  These 

experiences coupled with my work in Dr. Yager’s Lab have helped drive me toward my goal of 

developing and implementing interventions to improve access to healthcare around the world. 

 

8. Abbreviations and Acronyms 
 

2DPN two-dimensional paper network 

ACP  achromopeptidase 

bp  base pairs 

bPEI branched polyethylenimine 

CFU colony forming units 



www.manaraa.com

COMET assay single cell gel electrophoresis 

CT Chlamydia trachomatis 

CT+ epi cells Chlamydia trachomatis-infected epithelial cells 

Ct cycle threshold 

DFI DNA fragmentation index 

EB elementary body 

E. coli Escherichia coli 

EDTA ethylenediaminetetraacetic acid 

ELISA enzyme-linked immunosorbent assay 

FVU first void urine 

gDNA genomic DNA 

GF glass fiber 

GN Neisseria gonorrhoeae 

iSDA isothermal strand displacement amplification 

LAMP loop mediated isothermal amplification 

lPEI linear polyethylenimine 

LFT lateral flow test 

LRS low resource setting 

MAD NAAT Multiplexed Automated Device for Nucleic Acid Amplification Tests 

MRSA methicillin-resistant Staphylococcus aureus 

MSSA methicillin-sensitive Staphylococcus aureus 

Mw molecular weight 

NA nucleic acid 

NAAT nucleic acid amplification test 

NC nitrocellulose 

NEB New England Biolabs 

PCR polymerase chain reaction 

PFGE pulsed field gel electrophoresis 

PLL Poly-l-lysine 

POC point-of-care 

POCT point-of-care test 

PPM porous polymer monolith 

p-switch pressure switch 

RE restriction enzymes 

RFU relative fluorescence units 

SES socio-economic status 

SNM simulated nasal matrix 

SPE solid phase extraction 

STI sexually transmitted infection 

Tunel assay terminal deoxynucleotidyl transferase dUTP nick end labeling assay 

WRC water retention curve 
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11. Appendices 

11.1. Appendix 1:  Amplification sequence details 

qPCR 
MSSA/MRSA (ldh-1)   waiting on details from our collaborators at EliTechGroup 
- Forward primer: 
- Reverse primer: 
- Probe: 

 
E. coli (rodA)131 
- Forward primer:  5’–GCAAACCACCTTTGGTCG–3’  
- Reverse primer:   5’–CTGTGGGTGTGGATTGACAT–3’ 
- Probe:       5’–FAM-AACCCCTACAACCGGCAGAATACC-BHQ-1–3’ 

 
N. gonorrhoeae (porA)132 
- Forward primer:  5’–CCGGAACTGGTTTCATCTGATT–3’ 
- Reverse primer:   5’–-GTTTCAGCGGCAGCATTCA–3’ 
- Probe:       5’–FAM-CGTGAAAGTAGCAGGCGTATAGGCGGACTT-BHQ-1–3’ 

 
C. trachomatis (omcB)133 
- Forward primer:  5’–GACACCAAAGCGAAAGACAACAC–3’   
- Reverse primer:   5’–ACTCATGAACCGGAGCAACCT–3’    
- Probe:       5’–FAM-AAGCAAAAAAGCAAGAAAAAACCACAGCAAAGAG-TAMRA–3’    
 
HeLa epithelial cells (β-globin)210 
- Forward primer:  5’–CAAGACAGGTTTAAGGAGACCA–3’    
- Reverse primer:   5’–GCAGAATCCAGATGCTCAAGG–3’    

 
McCoy epithelial cells (β-actin)282 
- Forward primer:  5’–TCACCCACACTGTGCCCATCTACGA–3’     
- Reverse primer:   5’–TGGTGAAGCTGTAGCCACGCT–3’     
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qRT-PCR 
RSV (polymerase gene) 
- Forward primer:  5’–AATACAGCCAAATCTAACCAACTTTACA–3’   
- Reverse primer:   5’–GCCAAGGAAGCATGCAATAAA–3’    
- Probe:       5’–6FAM-TGCTATTGTGCACTAAAG-MGBNFQ–3’    
 
iSDA 
MSSA/MRSA (ldh-1) 
- Forward primer: 5’–GCATAATACTACCAGTCTCCTCAGCCAAGCTACGCATTTTCATT–3’  
- Reverse primer:  5’–TAGAATAGTCGCATACTTCCTCAGCACATCTCCTCGAACTTTTT–3’ 
- Forward bumper primer: 5’–AGGTAATGGTGCAGTAGGT–3’ 
- Reverse bumper primer:  5’–CCAGCTTTCACACGAAC–3’ 
- Biotin probe: 5’–CTAATTCATCAACAATGC-biotin TEG–3’ 
 
N. gonorrhoeae (SSDM) 
- Forward primer: 5’–CCTTCATTCTTGTCCGTCCTCAGCAAAATCAGCGATAAAACAC–3’  
- Reverse primer:  5’–CCGTCTCATGTATCTCACCTCAGCGGCTAATCATACCTTTCA–3’ 
- Forward bumper primer: 5’–ATATTCCACAAAATGCCAGT–3’ 
- Reverse bumper primer:  5’–CGATGCATACGACGATAAAC–3’ 
- Probe: 5’–CCGCGAATATCGGTAAAATTTCCACCTTCCGCGG–3’ 
 
C. trachomatis (plasmid) 
- Forward primer: 5’–GCAATATAGTACCAGTCTCCTCAGCTCGTTCCGAAATAGAAAA–3’  
- Reverse primer:  5’–GCAATATAGAACCAGTATCCTCAGCTCAGTAGAGTCTTCAAA–3’ 
- Forward bumper primer: 5’–GGATAGCACGCTCGGTA–3’ 
- Reverse bumper primer:  5’–AGCAAGCTGCCTCAGAAT–3’ 
- Biotin probe: 5’–TGTTAGGTAAAGCTCTG-biotin TEG–3’ 
 

11.2. Appendix 2: Urine characterization 

Table 13.  Urine characterization data for 35 de-identified, discarded human urine samples provided by 

the Harborview STI Clinic (all samples went through one freeze-thaw cycle).  Sample pH and salinities 

were measured by standard laboratory pH and conductivity meters.  The thermal lysis recoveries were 

measured by qPCR after heating cells in the urine sample for 10 minutes at 95°C.  The % lysis was 

compared to cell lysed in 10 mM Tris, pH 8.  Total NA content was measured after thermal cell lysis and 

ethanol precipitation.  Purified NA were measured using a Nanodrop.  Total dissolved solids were 

weighed after overnight evaporation of sample liquid at 95°C.  Protein content was measured 

qualitatively using the commercially available Vivaspin 500 kit.  Cells left blank were not measured. 

Sample ID pH 
Salinity 

(mM) 

% Thermal E. 

coli lysis 

Total NA 

(ng/µL) 

Total Dissolved 

Solids (µg/µL) 
Protein Content 

SAB 01 7.3 181 65 % 0.5 9.4 Very low 

SAB 02 6.2 108 84 % 9.8 24.0 Medium 

SAB 03 6.0 11 88 % 0.3 0.8 Low 

SAB 04 7.8 132 58 % 1.0 22.0 Medium 

SAB 05 6.8 37 40 % 3.0 15.6 Medium 
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SAB 06 5.3 416 19 % 15.4 68.2 Medium 

SAB 07 6.0 108 24 % 9.9 45.6  

SAB 08 5.8 214 28 % 2.4 58.0 Medium 

SAB 09 7.0 78 54 % 2.1 17.2 Medium-high 

SAB 10 5.8 236 52 % 15.8 51.4 Very high 

Sample ID pH 
Salinity 

(mM) 

% Thermal N. 

gon lysis* 

Total NA 

(ng/µL) 

Total Dissolved 

Solids (µg/µL) 
Protein Content 

SAB 11 5.6 251 83 % 17.4   

SAB 12 6.3 184 120 % 72   

SAB 13 5.7 186  8.3   

SAB 14 5.8 197 79 % 8.0   

SAB 15 5.8 166 73 % 2.8   

SAB 16 8.2 170 113 % 1.0   

SAB 17 6.5 70 98 % 1.4   

SAB 18 7.6 369 168 % 6.3   

SAB 19 6.5 91  2.3   

SAB 20 6.0 269 70 % 44.2   

SAB 21 7.1 137 4 %    

SAB 22 6.2 170 18 %    

SAB 23 6.7 70 2 %    

SAB 24 6.8 110 19 %    

SAB 25 5.4 176 60 %    

SAB 26 6.9 49 18 %    

SAB 27 6.1 102 4 %    

SAB 28 5.6 196 92 %    

SAB 29 5.7 199 97 %    

SAB 30 6.4 62 33 %    

SAB 31 6.8 319 15 %    

SAB 32 5.8 160 0 %    

SAB 33 5.2 234 37 %    

SAB 34 5.9 169 50 %    

SAB 35 6.5 67 39 %    

Average 6.3 165 E: 51 %    N: 56 % 8.0 31.2 - 

SD 0.7 91 E: 24 %    N: 45 % 10.1 22.8 - 

N 35 35 33 20 10 10 

 

11.3. Appendix 3: Amplification interference studies 

Although NAATs are highly sensitive and specific, they often require purified NA to function 

properly.  Common patient samples used for disease diagnosis, such as blood and urine, are very 

complex and contain amplification inhibiting agents.  One common inhibitor found in blood is heme.  
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This work serves as motivation for NA purification and better understanding of the sample matrix 

effects on downstream NAAT.  It includes three subsections: (i) quantification of qPCR inhibition 

from substances found in patient samples; (ii) quantification of iSDA inhibition; and (iii) comparison 

of methods for inhibition removal to improve NAAT performance.  This study builds upon previous 

work by testing a large panel of inhibitors, using clinically relevant inhibitor concentrations, testing 

lower ranges of input nucleic acids down to 100 input copies, and by comparing the laboratory 

standard PCR to an isothermal NAAT.  Common laboratory Inhibitor removal platforms – 

freeze/thaw, ethanol precipitation, and the DNeasy Qiagen kit – were compared to an alternative 

platform developed as part of this dissertation.  The results from this study can help guide the future 

design of NAAT-based technology and serve as a model for future testing platforms.  

Background   

Reliable disease diagnosis and monitoring of 

treatment depends on accurate testing of patient 

samples.  Many standard clinical assays rely on NAATs, 

such as quantitative polymerase chain reaction (qPCR), 

for pathogen identification.  Although it is highly 

sensitive and specific, PCR is susceptible to inhibitory 

species found in patient samples such as urine, blood, 

or stool283.  Inhibitors can reduce the sensitivity of an 

assay or lead to false-negative results266,284.  A recent 

review by Schrader et al. summarized many common 

PCR interferents and provided some mechanisms of 

assay inhibition266, Figure 88.   

PCR is prone to inhibition when only 1–2 % (v/v) of 

whole blood is present in the reaction285.  Some 

common components of blood that cause inhibition are 

heme/hemoglobin265, lactoferrin265, IgG286, 

heparin265,287, and calcium ions288.  Reagents in sample 

collection devices, such as EDTA, can also inhibit 

amplification reactions289.  Heme/hemoglobin inhibit 

PCR by releasing iron ions that compete for the 

 

Figure 88.  Methods of PCR inhibition.  NA 

may react with the reaction vessel (1) or 

contaminants may be introduced during 

sample processing (2).  Inhibitors may prevent 

reverse transcription (RT) for RNA-based 

assays (3) or degrade the NA template (4).  

Primer annealing (5) or polymerase (6) may 

be degraded or blocked.  The probes for 

detection may also be inhibited (7)266. 
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magnesium (Mg2+) binding site on polymerases.  Heme/hemoglobin have also been shown to chelate 

Mg2+, which is a required co-factor for the majority of DNA polymerases265.  There are three 

proposed mechanisms by which lactoferrin can inhibit PCR: release of iron ions that then bind to the 

polymerase290, sequestering divalent cations, such as Mg2+, preventing activation of the 

polymerase291, and binding to DNA which can reduce the efficiency of DNA’s interactions with 

amplification reagents292.  Al-soud et al. showed that IgG interacts with single stranded DNA, 

reducing its ability to interact with amplification reagents286 and it has been suggested that heparin 

competes with target DNA for binding of reaction components265.  EDTA is a common substance that 

chelates important magnesium ions thereby removing them from the participating in the reaction289.  

Finally, the presence of calcium ions can inhibit DNA polymerases by competing for the co-factor 

binding site288. 

In addition to inhibition from blood, PCR is also prone to reduced performance in the presence of 

urine.  Urea is the most common interfering species found in urine samples.  Khan et al. showed 

inhibition of PCR with concentrations of urea greater than 50 mM using a Taq polymerase293 and Hu 

et al. showed inhibition of a multiplexed system using 250 mM urea294.  These values are similar to 

the average concentration of urea in urine from a healthy adult134.  To date, urea’s exact PCR 

inhibition mechanism is unknown266, but it is a common agent use for denaturing proteins so at high 

concentrations urea may denature polymerases.   

In addition to these examples of individual PCR inhibitors, studies have also tested the inhibition 

effects of an entire sample matrix.  Mahony et al. evaluated the effect of patient urine on 

identification of chlamydia via PCR295.  The authors also tested three common laboratory-based 

mechanisms to remove the observed inhibition.  Zhang et al. utilized an inhibitor-resistant Taq 

polymerase and additional PCR additives to achieve successful amplification in up to 25 % whole 

blood296.  Using this same amplification mixture, Taylor et al. achieved successful amplification of 

malaria infected samples in up to 5 % whole blood and calculated a PCR efficiency of 84 %297.  As 

illustrated by Zhang et al. and Al-Soud et al., the sensitivity of PCR amplification to inhibition varies 

based on the choice of DNA polymerase and other reaction components265,296.   

In recent years, there has been a focus on developing rapid diagnostic devices for POC 

applications26,38,53,55.  Many of these technologies aim to translate traditional laboratory-based tests, 

such as NAATs, to the POC59,61.  Due to the constraints imposed by many POC settings –  such as 

limited access to laboratory equipment, potentially long time to result, and untrained users – a large 

field of research has focused on developing isothermal NAATs63 that could help reduce the time, 
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cost, and equipment requirements of conventional laboratory-based tests.  One of the most 

common isothermal NAATs is loop mediated isothermal amplification (LAMP)64.  Many of the 

isothermal NAATs, including LAMP, utilize some of the same reaction components as PCR, such as 

Bst polymerase.  These similarities also make isothermal NAATs sensitive to inhibitory species51,298–

300.  

To date, there has been limited research exploring the susceptibility of isothermal NAATs to 

inhibitory agents found in patient samples.  Most of the literature in this space focuses on the 

inhibition of LAMP.  Nixon et al. compared the inhibitory effects of three species – plasma, K2EDTA, 

and ethanol – on PCR and LAMP.  They showed inhibition of a standard LAMP reaction with 6% (v/v) 

ethanol, 3.5 mM K2EDTA, and 25% (v/v) plasma299.  However, they used relatively high copy number 

inputs: 10,000 copies of DNA per reaction.  The inhibitory effects may have been more serve with 

less inhibitor at lower DNA input.  Zhang et al. compared inhibition of qPCR, qRT-PCR, and LAMP 

from common produce for the detection of Salmonella300.  Curtis et al. has demonstrated successful 

LAMP reactions using diluted or lysed whole blood at a moderate input copy number of 1000 

cells301,302. 

In order for isothermal amplifications to be more widely utilized, especially for clinical 

applications, researchers need to duplicate the extensive work done on PCR and rigorously test 

isothermal NAATs against a panel of inhibitors.  As such, we have conducted a study testing a range 

of potential assay inhibitors in two amplification systems: qPCR and a DNA-based isothermal 

amplification (isothermal strand displacement assay, iSDA303.  We have also tested the efficacy of 

inhibitor removal using three common laboratory purification methods as well as one alternative 

platform developed in our lab.   

Methods 

Inhibitor selection.  Common species that were shown to inhibit PCR or LAMP based on a review 

of the current literature were identified for this study.  Additionally, we selected some of the most 

abundant compounds found in urine, nasal, and blood samples.    Finally, we elected to test the 

inhibitory effects of four complete sample matrices: urine, nasal matrix, plasma, and blood.  Table 

14 summarizes the selected inhibitors, the average concentration found in a healthy individual, and 

the concentration range tested in this study.   
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Table 14.  Summary of the inhibiting species selected for study.  The highest 

concentration solutes found in human samples were selected for study134,230,304–309 as 

well as reports from the literature suggesting amplification inhibition. 

Inhibitory Species 
Average Conc. in Health  

Human Sample 

Concentration Range 

Tested in Reactions 

Albumin 
0.63 mM (blood) 

0.61 µM (urine) 
0.0063 – 0.25 mM 

Creatinine 12.5 mM (urine) 0.125 – 5 mM 

Glucose 
23 mM (blood) 

0.29 mM (urine) 
0.23 – 9.2 mM 

Hemin 4 mM (blood) 0.04 – 1.6 mM 

Hemoglobin 0.63 mM (blood) 0.0063 – 0.25 mM 

IgG 
80 µM (blood) 

 5.9 µM (urine) 
0.8 – 32 µM 

Lactoferrin 

40 µM (blood) 

0.009 µM (nasal matrix) 

0.025 µM (urine) 

0.4 – 15 µM 

Sodium bicarbonate 
8.85 mM (blood) 

4.8 mM (urine) 
0.09 – 3.54 mM 

Sodium chloride 
600 mM (blood) 

130 mM (urine) 
1.5 – 60 mM 

Urea 270 mM (urine) 2.7 – 108 mM 

 

Detection of amplification inhibitors by spiking experiments.  The inhibitors identified in Table 14 

above were spiked into either qPCR or iSDA to achieve final assay concentrations equivalent to 1 %, 

10 %, and 40 % of the average concentration observed in a healthy human individual.  These levels 

were selected as low, medium, and high inhibitor concentrations.  For example, the average active 

NaCl concentration in human urine is 150 mM134 so the assays were tested with final concentrations 

of NaCl of 1.5 mM, 15 mM, and 60 mM.  A 100 % inhibitor level was not evaluated because reactions 

require the addition of assay reagents which results in at least partial dilution of the sample.  In 

addition to the individual components, the full sample matrices of urine, plasma, blood, and 

simulated nasal matrix (SNM) were also spiked into the amplification reactions to achieve final 

concentrations of 1 %, 10 %, and 40 % (v/v). 

qPCR. Effect of inhibitors on qPCR was quantified with a kit for the ldh-1 gene of methicillin 

resistant Staphylococcus aureus (MRSA) provided by the ELITechGroup.  The 20 µL reactions 

included 1 µL of input sample and were run on a BioRad CFX96 real-time PCR instrument using the 

following protocol: 50°C hold for 2 minutes, 93°C hold for 2 minutes, 45 cycles of 93°C for 10 

seconds, 56°C for 30 seconds, and 72°C for 15 seconds, ending with final elongation step at 72°C for 
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5 minutes.  Fluorescence data were collected during the 56°C annealing step using the Texas Red 

channel.  The results were analyzed using the automated cycle threshold (Ct) value calculation in the 

BioRad CFX Manager software.  This assay is sensitive down to ~101 copies of the target sequence.   

The effect of the inhibitor was determined by comparing the amount of DNA measured by qPCR 

in the presence of an inhibitor to a standard reaction with the same amount of DNA and no inhibitor.  

This value was labeled the % amplification activity and is a measure of qPCR performance in the 

presence of an inhibitor, (Equation 14. 

 

% 𝑎𝑚𝑝𝑙𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝐷𝑁𝐴 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑𝑖𝑛ℎ𝑖𝑏𝑖𝑡𝑜𝑟

𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝐷𝑁𝐴 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑
 𝑥 100% 

(Equation 

14) 

   

iSDA.  Effect of inhibitors on the DNA isothermal strand displacement assay (iSDA) was quantified 

with a kit for the ldh-1 gene of MRSA provided by the ELITechGroup.  The 35 µL reactions included 1 

µL of input sample and were run on a BioRad CFX96 real-time PCR instrument using the following 

protocol: 49°C hold for 30 minutes.  Fluorescence data were collected every minute using the Texas 

Red channel.  The relative fluorescent units (RFUs) of the amplification curves were extracted using 

the BioRad CFX Manager software.  This assay is sensitive down to ~101 copies of the target 

sequence.   

The effect of the inhibitor was determined by comparing the amplicon production of a reaction 

performed in the presence of an inhibitor to a standard reaction without any inhibitor.  This value 

was labeled the % expected amplicons, (Equation 15.  iSDA amplicons were quantified by qPCR, 

described below.  

% 𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑎𝑚𝑝𝑙𝑖𝑐𝑜𝑛𝑠 =  
# 𝑎𝑚𝑝𝑙𝑖𝑐𝑜𝑛𝑠𝑖𝑛ℎ𝑖𝑏𝑖𝑡𝑜𝑟

# 𝑎𝑚𝑝𝑙𝑖𝑐𝑜𝑛𝑠𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑
 𝑥 100% (Equation 15) 

  

iSDA amplicon qPCR.  This assay was developed by Dr. Erin Heiniger in the Yager lab.  Post 

amplification, iSDA reactions were diluted between 10-7 to 10-9 because successful amplicon 

production results in 1011 to 1013 target sequences; qPCR, however, works best with input 

concentrations of 102 to 105.  The 20 µL reactions included 1 µL of the diluted iSDA result and were 

prepared with the Bioline SYBR Sensifast No-ROX qPCR master mix and primers that target the iSDA 

amplicon.  Reactions were run on a BioRad CFX96 real-time PCR instrument using the following 

protocol: 95°C hold for 10 minutes, 40 cycles of 95°C for 15 seconds, 55°C for 15 seconds, and 72°C 

for 15 seconds.  Fluorescence data were collected during the 72°C elongation step using the SYBR 

Green channel.  The results were analyzed using the automated Ct value calculation in the BioRad 
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CFX Manager software which quantified the amount of iSDA amplicon used in equation 2 above.  

This assay is sensitive down to ~101 copies of target.  

Agarose gels.  All qPCR reactions were also analyzed by gel electrophoresis to determine if the 

inhibitor was preventing detection via the fluorescent probe or the actual amplification reaction.  A 

1% agarose gel was prepared in 0.5x TBE and 1 µL of SYBR safe gel stain per 10 mL of gel.  8 µL 

samples were loaded into the well with 2 µL of loading dye.  The gels were run for 75 minutes at a 

constant voltage of 90 V.  Gels were imaged using the BioRad BioDoc Gel Reader system.   

Polyacrylamide gels. All iSDA reactions were also analyzed by gel electrophoresis to determine if 

the inhibitor was preventing detection via the fluorescent probe or the actual amplification reaction.  

All of the polyacrylamide gels for identification of iSDA products were run by Enos Kline.   

Inhibitor deactivation.  Deactivation of inhibitors was attempted by heat denaturation at 95 oC 

for 5 minutes with and without prior ACP treatment at room temperature for 2 minutes.  Samples 

were prepared as described in the “spiking experiments” section above and the inhibition effect was 

determined with the defined qPCR and iSDA protocols. 

Paper-based purification.  A 50 mM MES solution, pH 5, containing 102 or 103 copies of purified 

genomic DNA per µL was spiked with an inhibitor.  The sample was then introduced to a novel 

paper-based purification method, described in detail in Aim 3.  The purified samples were analyzed 

by adding 1 µL to qPCR or iSDA, as described above.  The efficiency of the paper-based purification 

system on inhibitor removal for qPCR and iSDA was determined using Error! Reference source not 

ound. or Error! Reference source not found., respectively. 

 

Results and Discussion 

The main objectives of this work include identifying qPCR and iSDA inhibitors and quantifying 

their effects at clinically relevant concentrations.  After identification, multiple methods of inhibitor 

deactivation or removal will be compared.  Finally, potential mechanisms of inhibition will be 

suggested and explored. 

Detection of qPCR inhibitors by spiking experiments.  qPCR and its mechanism is well understood.  

A DNA template is added to a buffered solution containing a free nucleotides, two primers that 

recognize a specific sequence on the template, a fluorescent probe, and a polymerase that 

recognizes the primers binding to template.  The primers bind to the template DNA (annealing) after 

the two strands of the double helix are denatured into single strands.  The polymerase then copies 

each of the two target strands (called elongation) which doubles the amount of product in the 
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reaction.  After this elongation step, the fluorescent probe can bind to the targets, called amplicons.  

These steps happen at distinct temperatures: 93-95oC for denaturation, 50-65oC for primer 

annealing, and 72oC for elongation and probe binding (depending on the probe and target sequence 

elongation and probe binding may also occur at the primer annealing temperature), Figure 89A.   

Because qPCR follows this specific mechanism during every heating cycle, the resulting number 

of products made can be directly calculated based on the number of input targets.  Also, the number 

of copies made is directly linked to the resulting fluorescent signal; more amplicons equates to more 

probe binding and a higher fluorescent signal.  Using this relationship, a standard curve can be 

produced by introducing known concentrations of DNA into the reaction.  These known 

concentrations will amplify and after a certain number of cycles there will be enough amplicons that 

the bound fluorescent probe becomes detectable.  The cycle at which the fluorescence is detectable 

is called the cycle threshold (Ct).  A linear standard curve is then constructed using the Ct values and 

known input DNA concentrations, (Equation 16. 

𝐶𝑡 = 𝑚 ∗ [𝑙𝑜𝑔(𝑖𝑛𝑝𝑢𝑡 𝐷𝑁𝐴 𝑐𝑜𝑛𝑐)] + 𝑏 

 

(Equation 16) 

 

Where m is the slope and b is the y-intercept of a line generated based on the log of the input DNA 

concentration and the output measured fluorescence signal.  qPCR is an exponential amplification 

where a linear relationship exists between the number of input DNA molecules and the output 

fluorescent signal.  These features enable qPCR to be highly quantitative for samples of unknown 

DNA concentration because a measured Ct value tracks to the original input concentration, Figure 

89B.     

 
Figure 89. Summary of qPCR mechanism.  A. Schematic with the original DNA template in green, free 
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nucleotides in blue, and primers in red310.  B. Standard curve generated from an actual experiment. 

This quantitative nature of qPCR enables the measurement of assay inhibition if samples with or 

without inhibitor and the same amount of input DNA are compared.  For example, two reactions 

that both have 103 DNA molecules as a reaction input should be quantified as 103 copies by qPCR.  If 

one of the two reactions contained an inhibitor that reduced assay activity by 90 %, qPCR would only 

measure ~102 DNA molecules instead of 103. 

To date, 6 of the 19 selected agents have been tested for potential inhibition of qPCR.  Of these 

six, lactoferrin and hemin show partial or total inhibition by real-time readout.  Amplifications in the 

presence of greater than 1 % (0.0004 mM) lactoferrin are completely inhibited Figure 3A.  The gel 

results show some slight amplicon production at 1 % lactoferrin but the amplification efficiency is 

still severed reduced, Figure 90B.  When hemin (heme with a complexed iron molecule) is added to 

qPCR in concentrations above 1 % (0.04 mM), the amplification is completely inhibited by real time 

read out, Figure 90C.  The gel results agree with the real time quantification showing no 

amplification at 10 % and 40 % hemin but moderate to strong amplification at 1 %, Figure 90D.   

  

 

Figure 90. Example of qPCR inhibition.  A. Real time qPCR with increasing amounts of lactoferrin.  

The % amplification activity is compared to a qPCR reaction with 0 % lactoferrin.  The average of 

N=4 reactions +/- SE is presented.  B. Agarose gel of lactoferrin qPCR products showing complete 

assay inhibition when at least 10 % (0.004 mM) of lactoferrin is added to the reaction.  C. Real 

time qPCR with increasing amounts of hemin, the average of N=4 reactions +/- SE is presented.  
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D. Agarose gel of qPCR products shows complete inhibition of qPCR at 10 % and 40 % hemin. 

The other four agents tested showed little inhibition of qPCR.  Glucose did not reduce the activity 

of qPCR with 103 input copies of DNA.  There was slight inhibition at higher glucose concentrations 

with the lower input copy number, 102.  Sodium chloride inhibited qPCR at both 103 and 102 input 

copy numbers when present in high concentration (40 %, 60 mM).  There was little to no inhibition 

observed for lower NaCl concentrations.  

Hemoglobin and urea seem to enhance qPCR activity in a concentration-dependent fashion.  For 

qPCR in the presence of hemoglobin, the observed enhancement may be a result of molecular 

crowding which has been seen with other proteins such as albumin.  Depending on the molecular 

structure and properties (polar v. non-polar, surface charges, etc.) additional reagents in an 

amplification can actually concentrate amplification components to help energetically stabilize 

molecular interactions.  This micro-concentration is called molecular crowding311 and has been 

shown to enhance other amplification reactions312,313.  For reactions in the presence of urea, 

previous work has reported that 50 mM or greater concentration of urea can inhibit qPCR but this 

specific assay was not inhibited even at the highest concentration of urea tested (40 %, 108 mM).  In 

fact, urea seemed to enhance qPCR activity for reactions with 103 input copies of DNA.  Urea’s 

structure may play a role in stabilizing molecular interactions during qPCR due to its high capacity for 

hydrogen bonding; this may also explain why higher concentrations seemed to enhance the activity 

of this qPCR more than lower urea concentrations.  Table 15 summarizes the current status of qPCR 

inhibition. 

 

Table 15.  Summary of qPCR inhibition results.  Both qPCR and an agarose gel were performed 

for each inhibitor at three concentrations using either 103 or 102 input copies of DNA.  The final 

concentration of each inhibitor in qPCR was 40, 10, or 1 % of the average concentration found in 

a healthy human.  The % amplification activity is compared to reactions with 0 % added 

inhibitor.  Averages ± SE for at least N=3 is reported. 

Inhibitor Input DNA Conc. 
% Amplification Activity 

40 % 10 % 1 % 

Glucose 
103 103 ± 5.5 % 101 ± 2.8 % 104 ± 5.3 % 

102 64 ± 9.0 % 73 ± 7.4 % 117 ± 23% 

Hemin 
103 0 ± 0 % 0 ± 0 % 87 ± 3.7 % 

102 0 ± 0 % 0 ± 0 % 53 ± 16 % 

Hemoglobin 103 72 ± 2.2 % 114 ± 22 % 192 ± 25 % 
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102 34 ± 12 % 34 ± 4.6 % 141 ± 33 % 

Lactoferrin 
103 0 ± 0 % 0 ± 0 % 1.0 ± 0.1 % 

102 0 ± 0 % 0 ± 0 % 0 ± 0 % 

Sodium chloride 
103 0 ± 0 % 145 ± 5.1 % 148 ± 3.9 % 

102 0 ± 0 % 76 ± 6.0 % 93 ± 10.3 % 

Urea 
103 200 ± 10.7 % 152 ± 7.5 % 113 ± 16 % 

102 104 ± 13 % 106 ± 31 % 73 ± 5.5 % 

 

Detection of iSDA inhibitors by spiking experiments.  The isothermal strand displacement assay 

(iSDA) utilizes some of the same reaction components and general mechanisms as qPCR such as 

target-specific primer recognition and elongation with a DNA polymerase.  It does, however, have 

some notable differences.  As the name implies, iSDA takes place at a single temperature.  Without 

the initial heat denaturation step, iSDA relies on DNA breathing, the natural tendency of dsDNA to 

undergo random structural changes which cause base-pairs to break locally314.  There is also an 

additional enzyme which recognizes a specific sequence in the template DNA and creates a nick in 

one of the two strands315.   

iSDA also utilizes two sets of primers compared to the one set used in PCR.  The first set is 

commonly referred to as the “bumper” primers; once they bind to the target sequence, the 

polymerase can then bump-off, or displace, the complementary template strand.  From here, the 

second set of primers, called the extension primers, can bind to the DNA leading to extension.  The 

extension primers contain a complementary sequence that binds to the target DNA, a nicking site 

recognized by the nicking enzyme, and a non-complementary sequence.  This process is called the 

linear amplification stage and the intermediate product is a truncated dsDNA that contains the 

desired amplicon region, Figure 91A.  The reaction, however, gets more complex because the 

truncated dsDNA segment becomes the template for the exponential phase of iSDA. 

During the exponential phase, the truncated dsDNA is nicked at the nicking site followed by 

polymerization and strand displacement of the complimentary strand.  Next, the displaced strand 

undergoes primer annealing of both the bumper and extension primers which are adjacent.  The 

extension primer is polymerized followed by the bumper primer which then bumps the strand that 

was created from the adjacent extension primer.  This displaced strand can then undergo primer 

annealing and the process is repeated, Figure 91B.  This complex reaction generates amplicons and 

non-target side products. 
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In general, the more input template, the more amplicons that are generated resulting in higher 

fluorescent signals measured in relative fluorescence units (RFUs), Figure 91C.  One down-side is 

that this complicated mechanism does not allow for a simple linear relationship between input 

template and amplicon formation.  There are also no temperature cycles therefore the reactions do 

not have Ct values.  An important benefit of this complex reaction, however, is that it greatly 

reduces the overall reaction time compared to qPCR which often takes 60-90 minutes.  An iSDA can 

generate detectable product in as little as 15 minutes.  

 

 

 

Figure 91.  Summary of iSDA mechanism.  A.  Schematic of the linear phase of iSDA and the B. 

exponential phase, adapted from Dr. Joshua Bishop and Dr. Bhushan Toley.  C. Example of real 



www.manaraa.com

time iSDA output with input DNA copies ranging from 101 to 104. 

Due to the lack of direct quantifiably of iSDA, Dr. Erin Heiniger in the Yager lab developed a 

qPCR that can measure the absolute number of iSDA amplicons produced.  By comparing the 

number of amplicons produced from reactions with and without inhibitors, we can determine the 

effect of inhibitors on assay performance.   

To date, 10 of the 19 selected agents have been tested for potential inhibition of iSDA.  Of these 

ten, lactoferrin, hemin, urea, sodium chloride, and hemoglobin show partial or total inhibition by 

real-time readout.  Figure 92A shows the real time results for iSDA with lactoferrin; there is 

significant inhibition of real time iSDA above 1 % concentration (0.0004 mM) of the inhibitor.  For 

lactoferrin, these results were verified by both amplicon quantification, Figure 92B, and gel, Figure 

92C.  iSDA in the presence of 1 % lactoferrin results in 60-90 % of the expected amplicon production 

compared to reactions with 0 % added inhibitor.  For NaCl, the real-time iSDA results show a 

somewhat dose-dependence on iSDA inhibition, Figure 92D.  This result is confirmed by the 

amplicon quantification, Figure 92E.  High concentrations of NaCl result in ~50 % of the expected 

amplicon production compared to reactions with 0 % added inhibitor.  At low concentrations of 

NaCl, the reaction may be slightly enhanced potentially due to interaction stabilization from salt 

conditions.  These results are further confirmed by gel, Figure 92F.      
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Figure 92.  Example of iSDA inhibition experiments.  A. iSDA real time results of 1000 input copies 

amplified with increasing amounts of lactoferrin.  B.  Quantified iSDA amplicon production with 

increasing amounts of lactoferrin added to the assay.  The average of N=4 reactions +/- SE is 

presented.  C.  Polyacrylamide gel results of iSDA reactions with increasing amounts of lactoferrin.  

iSDA is prone to side-product formation but the addition of lactoferrin completely inhibits any 

reaction.  D. iSDA real time results of 1000 input copies amplified with increasing amounts of NaCl.  E. 

Quantified iSDA amplicon production with increasing amounts of NaCl added to the assay.  The 

average of N=4 reactions +/- SE is presented.  F. Polyacrylamide gel results of iSDA reactions with 

increasing amounts of NaCl. 

Currently, the inhibition effects of only a few agents have quantified using the iSDA amplicon 

qPCR.  The others have been qualitatively categorized as “None”, “Some”, or “Complete” inhibition 

based on iSDA real time or gel results.  In general, iSDA has been robust and does not show 
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amplification inhibition in the presence of albumin, creatinine, glucose, IgG, or sodium bicarbonate.  

For most conditions tested, hemoglobin and urea did not inhibit iSDA unless at high inhibitor 

concentrations (40 %, 0.25 mM and 108 mM, respectively) and low input DNA copy numbers (102).  

As with qPCR, there may be some slight amplification enhancement potentially due to molecular 

crowding effects but these cannot be quantified until the iSDA amplicon qPCRs are performed.  

Based on the real time read out and amplicon quantification assays, high concentrations of sodium 

chloride partially inhibit iSDA at both 102 and 103 input copies.     

iSDA does show significant inhibition in the presence of hemin and lactoferrin, which was also 

the case for qPCR.  With qPCR, lactoferrin at any concentration completely inhibited the reaction but 

for iSDA, there is reduced but still significant amplicon production at 1 % (0.0004 mM) of lactoferrin.  

Based on the real time and gel results, iSDA is completely inhibited by 1 % hemin (0.04 mM).  

Interestingly, iSDA seems to be more robust to the addition of lactoferrin than qPCR but less robust 

than qPCR to the addition of hemin.  Based on previously published work, both reactions are 

sensitive to iron which can be released by both lactoferrin and hemin.  The concentration or form of 

iron may alter slightly between these agents which may explain the differences in assay sensitives 

for iSDA and qPCR.  Future work will include a quantitative analysis for each inhibitor and more 

exploration of the inhibition mechanisms.  Table 16 summarizes the current status of iSDA inhibition. 

  

Table 16.  Summary of iSDA inhibition results. An iSDA reaction was performed for each 

inhibitor at three concentrations using either 103 or 102 input copies of DNA.  The final 

concentration of each inhibitor in iSDA was 40, 10, or 1 % of the average concentration found 

in a healthy human.  Some of the inhibitors have been qualitatively categorized.  For those 

with quantitative results, the % of expected amplicon production is compared to reactions with 

0 % added inhibitor using the iSDA amplicon qPCR.  Averages ± SE for at least N=4 is reported. 

Inhibitor Input DNA Conc. 
% Expected Amplicon Production 

40 % 10 % 1 % 

Albumin 
103 None None None 

102 None None None 

Creatinine 
103 None None None 

102 None None None 

Glucose 
103 86 ± 25 % 289 ± 115 % 32+ ± 7.9 % 

102 189 ± 42 % 202 ± 25 % 308 ± 132 % 

Hemin 
103 Complete Complete Complete 

102 Complete Complete Complete 
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Hemoglobin 
103 None None None 

102 Some None None 

IgG 
103 None None None 

102 None None None 

Lactoferrin 
103 0.1 ± 0.0 % 0.1 ± 0.0 % 63.1 ± 23.6 % 

102 0.1 ± 0.0 % 0.1 ± 0.0 % 91.5 ± 16.3 % 

Sodium bicarbonate 
103 None None None 

102 None None None 

Sodium chloride 
103 39.2 ± 20 % 69.7 ± 18 % 127 ± 37 % 

102 46.3 ± 9.4 % 56.0 ± 21 % 173 ± 69 % 

Urea 
103 None None None 

102 Some None None 

 

Inhibitor deactivation and removal. After inhibitor identification, we began exploring how to 

reduce their effect.  There are multiple laboratory methods for inhibition deactivation or removal 

such as sample freeze/thaw, ethanol precipitation of NAs, and Qiagen kit NA extraction.  Within this 

dataset, lactoferrin has proven to be the most serve inhibitor of both qPCR and iSDA.  As such, our 

initial round of inhibitor removal has focused on lactoferrin.   

The first two methods tested were heat deactivation and ACP treatment.  Protein structure is 

often disrupted by high temperatures which renders them inactivated.  There are also multiple 

enzymes that can denature proteins, some of which may be present in ACP.  Work by Dr. Xiaohong 

Zhang and Dr. Paula Ladd in the Yager lab has shown that the ACP reagent we use is actually a 

mixture of multiple agents.  Unfortunately, the manufacturer does not publish the exact content of 

this mixture but previous work has shown it might contain protein digestive enzymes.   

Samples of lactoferrin at 1, 10, and 40 % were prepared and heat-denatured with and without 

prior ACP treatment.  These samples were then tested for inhibition of qPCR and iSDA, as described 

above.  Even after these treatments, lactoferrin still significantly inhibited both reactions indicating 

that the method of inhibition was not affected by these attempts at deactivation.  The literature 

suggests that lactoferrin has three potential amplification inhibition mechanisms: (i) release of iron 

ions which compete for the co-factor binding site of DNA polymerase290, (ii) sequestering divalent 

cations, such as Mg2+, which are a critical polymerase co-factor 291, and (iii) binding to DNA which can 

reduce the efficiency of DNA’s interactions with amplification reagents292.  If heat-treatment did 
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deactivate lactoferrin by disrupting its structure, then it might be unable to sequester divalent 

cations or bind DNA.  It may, however, be more likely to release iron ions which would prevent 

polymerase activity.  Future work will aim to further verify the inhibition mechanism of lactoferrin.  

After heat-denaturation, higher concentrations of Mg2+ can be spiked into the amplification 

reactions.  If this does not improve amplification activity, then Mg2+ sequestering is unlikely to be the 

main inhibition mechanism.  We can also test the effect of adding an iron chelator to the reaction to 

selectively remove iron ions.  If this helps restore amplification efficiency, then these results would 

suggest that iron ion release is the predominant mechanism by which lactoferrin inhibits 

amplification. 

Beyond these two standard laboratory deactivation methods, we have also tested a novel DNA 

purification mechanism which utilizes a modified porous membrane to selectively capture NA244.  

The NAs can be eluted with a simple buffer change and are ready for amplification without further 

purification.  Our novel DNA purification system efficiently restores both qPCR and iSDA 

amplification activity by removing lactoferrin from the sample before it is introduced to the 

amplification reaction, Figure 93.  This system is described in detail in Aim 3.  

 

 
Figure 93.  Porous membrane-based purification for amplification inhibitor removal.  Comparison 

of amplification efficiency for lactoferrin spiked samples with and without purification.  Averages 

of at least N=3 +/- one standard deviation is reported.  A. qPCR.  B. Real time iSDA. 

Between the two amplification systems, there are some common inhibitors, such as lactoferrin 

and hemin.  Each of these agents have complexed iron ions that may be released during 

amplification causing DNA polymerase inactivation.  Our data suggest that these inhibitors might be 

universal to any assay that is sensitive to the presence of iron.  High concentrations of NaCl (60 mM) 

moderately inhibit both qPCR and iSDA while lower concentrations show no effect or some slight 

assay enhancement.  These moderate concentrations may help stabilize polymerase or primer 
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interactions with the target DNA strand but the higher concentrations may result in destabilization 

due to a change in the electrostatic micro-environment.  There are, however, some differences in 

inhibitor effects between the two assays.  For example, higher concentrations of glucose inhibits 

qPCR, but iSDA performance is not affected, indicating that the mechanism of inhibition may be 

more reaction-specific.  High concentrations of urea, on the other hand, inhibit iSDA at low input 

copies but does not have a significant effect on qPCR. 

 

 

11.4. Appendix 4: MPH summary 

From 2012–2014, I completed a Masters of Public Health in Global Health Metrics.  This degree 

included a six-week practicum in Bangladesh where I worked on developing a survey instrument to 

evaluate a national measles-rubella vaccination campaign.  I also completed a thesis entitled 

ASSURED and Beyond: What characteristics drive the use of HIV rapid diagnostic tests?  This work 

included the development of a statistical model that evaluated the relationship between test 

characteristics (such as cost, accuracy, and complexity) and test procurement.  The experiences 

related to my MPH work helped shape my view of global public health and my Ph.D. dissertation.  

Below is the abstract from my Master’s thesis. 

 

ASSURED and Beyond: What characteristics drive the use of HIV rapid diagnostic tests? 

 

Background:  Since 1999 WHO has tracked the procurement of rapid diagnostic tests (RDT) for 

common infections, such as HIV, and has reported a significant increase in usage.  In 1999 less than 

40% of all HIV diagnoses around the world were performed with rapid tests whereas the remaining 

60% were conducted with laboratory-based tests such as ELISAs.  By 2009 over 80% of HIV diagnoses 

had transitioned to using RDTs.  Many of these tests abide by the ASSURED criteria, which outline 

standards for the evaluation of point-of-care diagnostics.  Although these criteria endorse important 

characteristics such as low cost and rapid time-to-results, they do not provide quantitative measures 

to compare similar tests or guide RDT developers.  In this analysis we aim to determine how 

different countries select HIV RDT(s), and to parse out which characteristics are responsible for their 

decisions.  Understanding what drives the purchase and use of current HIV RDTs can help inform 

future designs and specifications for test developers. 

Methods:  We analyzed data from The Global Fund’s Price and Quality Reporting (PQR) database 

from January 2010 to January 2014.  The sample consisted of 945 purchase records of HIV rapid 



www.manaraa.com

diagnostic tests, including order date, purchasing country, and the number of tests purchased per 

order.  The main independent variable was unit cost per test (in USD).  Linear regression with 

random effects on country was used to examine the relationship between test purchase, a proxy for 

test usage, and test cost.  Models were adjusted for country random effects and country and test-

level covariates. 

Findings:  This study included 945 purchase records of 38 different HIV RDTs from 93 countries.  

Our exploratory analysis showed that the characteristics that drive test purchase differ across a 

variety of settings.  As cost is increased by just one $1.00 overall purchase across all settings falls by 

18.7% (95 % CI: -25.4 to -16.0 %).  Other important driving characteristics were test time, maximum 

test storage temperature, and whether or not the test required additional equipment to run.  When 

observations are stratified by country income level, the major driving factor is test cost and the 

degree of influence changes across strata.  For low-income countries, every $1.00 increase in test 

cost decreases test purchases by 62.1 % (95 % CI: -155 to 39.4 %).  For high-income countries this 

decrease is only 10.4 % (95 % CI: -24.7 to 2.7 %).  Stratification by country HIV prevalence, high vs. 

low, again showed cost was a major driving factor, while test time, maximum test storage 

temperature, and whether or not the test required additional equipment to run were also significant 

indicators.  For all of the analyses, test accuracy – sensitivity and specificity – was not found to 

significantly influence test purchase within this dataset.  

Discussion:  The ASSURED criteria are a good first step toward evaluating diagnostics for a variety 

of settings but this work presents the first quantitative assessment of which characteristics influence 

the purchase and usage of HIV RDTs.  Overall, cost was a major driving factor, but the degree of its 

influence, and whether or not other factors were also important, varies between settings.  This 

exploratory analysis can serve as a step toward better understanding what drives HIV RDT usage and 

help researchers and test developers design future tests that focus on these important 

characteristics. 
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11.5. Appendix 5: Manuscripts published (or in preparation) during dissertation studies 

This appendix contains reproduced copies of all of the manuscripts I’ve participated in preparing during 

my time as a graduate student.  The information that is directly relevant to the main aims is included in 

these papers, other information or side projects were not included in the main section of the thesis but 

have been included below.  Manuscripts marked with a ** are not in finalized form for submission. 

 

1. **An integrated system for DNA purification from urinary pathogens: large volume sample 

preparation at the point of care (manuscript in preparation, outline below) 
 

Abstract:  Paper-based nucleic acid diagnostics have the potential to translate laboratory assays to simple-to-use, 

point-of-care devices, but many assays lack the ability to process realistic samples.  Urine is an ideal sample for 

many applications, but can require multiple pre-processing steps, mains electricity, and expensive equipment to 

purify nucleic acids prior to detection.  In this work, we describe the development and testing of a porous 

membrane-based device to automate sample processing.  This simple-to-use system has been demonstrated for 

DNA extraction and concentration from urine samples to simultaneously detect C. trachomatis (CT) and N. 

gonorrhoeae (NG) via in-membrane isothermal amplification and lateral flow readout.  This new platform has 

been compared to a clinical system used to detect CT/NG and shows promising initial results while requiring 

significantly less time, equipment, and user steps. 

MS Outline:  These are the general figures/tables that are planned for the MS.  These are first drafts and will need 

to be beautified for the submission.   

 

Figure 1: device schematic  
 - MgFe heater reference 

 - chitosan reference 

 - valving/p-switch reference 

 
Figure 1.  Integrated urine processing device.  A. Schematic (will probably have to re-make to match current 

design, but this is fine as a place holder).  B.  Actual image with actual dimensions (I’d like to re-take this image 

with the device in someone’s hand for scale or maybe with another object) but this is also fine for the current 

draft. 

 

Figure 2: component validation, lysis of NG/CT in buffer and urine (may split into 

more than one figure) 
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 - pH modulation studies 

- chitosan sensitivity to increasing salinities 

- compare MgFe heater to benchtop lysis 

 - supplemental:  Urine characterization (pH, salinity, protein content, NA content, etc.) 

 

 
Figure 2.  Device component validation.  A.  Modulation of urine pH does not significant alter effectiveness of 

thermal lysis of N. gonorrhoeae or C. trachomatis.  B.  Chemical heater for large volumes (plan is to demonstrate 

it with N. gonorrhoeae).  C.  Chitosan purification of DNA performs well across a wide range of salinities expected 

to be seen in urine samples. 

 

Figure 3 or Table 1: effect of non-target urine NA on system 

 
- supplemental: figure with details of purification of NG DNA in the presence of increasing amounts of 

non-target urine NA 

 

Table 2: full device with urine v. same samples tested with Aptima (clinical) system  
 - qPCR output 

- supplemental: % rec, concentration factor, breakdown of individual processes (lysis, flow, pur?) 

 - supplemental: detailed experimental schematic 
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Table 2.  Comparing the device output (as measured by qPCR) to the clinical result (as measured by the Aptima 2 

CT/NG Combo Test).  The device purified DNA samples were measured by qPCR and a result was considered 

positive if 3/3 replicates were positive by qPCR.  Patient 23 was split into two samples, one spiked with pathogens 

and one without pathogens to directly compare the potential effects of the patient specimen.  Overall, there was 

perfect agreement between this device and the clinical result.  Both methods resulted in one false negative result. 

Specimen Spiked Pathogen 
Expected Result 

(+/-) 

Device Result 

(qPCR, N=3) 

Clinical Result 

(Apitma, N=1) 

Patient 12 

(HS1) 

CT + + + 

NG + + + 

Patient 24 

(HS2) 

CT + + + 

NG + + + 

Patient 29 

(HS3) 

CT + + + 

NG + + + 

Patient 31 

(HS4) 

CT + + + 

NG + + + 

Patient 23 (+) 

(HS5) 

CT + + + 

NG + - - 

Patient 23 (-) 

(HS6) 

CT - - - 

NG - - - 

 

Figure 4: iSDA development work from Enos 
 

Figure 5: non-purified samples v. purified samples into dry iSDA pads 
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Figure 5.  Device output used to rehydrate dry NAAT reagents for in-membrane amplification.  A.  Experimental 

schematic.  Results from in-membrane iSDA were read by lateral flow.  B.  C. trachomatis and C.  N. gonorrhoeae. 

 

 

Table 3: extension of Table 2 with dry iSDA pad data added 
 - iSDA output 

 

Table 3.  Comparing the device output with in-membrane amplification and lateral flow readout to the clinical 

result (as measured by the Aptima 2 CT/NG Combo Test).  Device samples were considered positive if 2/3 

replicates were positive by in-membrane iSDA with lateral flow readout.  Patient 23 was split into two samples, 

one spiked with pathogens and one without pathogens to directly compare the potential effects of the patient 
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specimen.  Overall, there was perfect agreement between this device and the clinical result.  Both methods 

resulted in one false negative result. 

Specimen Spiked Pathogen 
Expected Result 

(+/-) 

In-membrane 

iSDA (N=3) 

Clinical Result 

(Apitma, N=1) 

Patient 12 

(HS1) 

CT + + + 

NG + + + 

Patient 24 

(HS2) 

CT + + + 

NG + + + 

Patient 29 

(HS3) 

CT + + + 

NG + + + 

Patient 31 

(HS4) 

CT + + + 

NG + + + 

Patient 23 (+) 

(HS5) 

CT + + + 

NG + + - 

Patient 23 (-) 

(HS6) 

CT - n/a - 

NG - - - 

 

 

 

2. Transport of gDNA through porous membranes for point-of-care applications (manuscript ready 

to submit to Lab on a Chip) 
 

S. A. Byrnesa* and P. Yagera* 

Paper-based nucleic acid diagnostics have the potential to translate laboratory assays to simple-to-use, 
point-of-care devices, but many prototypes of these systems still lack the ability to process realistic 
samples due to the inability of genomic-sized DNA to move through porous membranes used in these 
devices. For applications involving pathogen or human gene identification, the ability to fragment and 
transport DNA would provide more options for device design and broaden the range of applications. To 
address this challenge, we have developed and characterized a method that combines cell lysis with 
DNA fragmentation to allow for lateral transport of genomic DNA through commonly-used porous 
membranes. Additionally, we demonstrate that varying heating time and temperatures allows for 
controll of both lysis and fragmentation based on genome size. These data align with previously 
published models that describe both DNA denaturation and thermal scission.  This level of control allows 
semi-selective transport of pathogenic DNA, which can reduce the amount of interference from non-
target human DNA in downstream applications. This method can be easily automated and is rapid, 
occurring in less than 10 minutes with one user step. 

Introduction 
Paper-based nucleic acid diagnostics promise to convert laboratory assays to simple-to-use, 

point-of-care (POC) devices.  A major challenge associated with these systems is how to control the 

transport of genomic DNA (gDNA) or large fragment DNA (~1 Mbp) through or along the length of a 
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membrane in order to perform additional assay steps.  Previously published work has demonstrated 

the ability to purify and concentrate nucleic acids from complex samples50,140 and to amplify and 

detect in paper membranes71,138,141.  These techniques rely on either DNA entanglement in the 

membrane to restrict the desired target to a specific location71 or the transport of small nucleic acid 

fragments such as RNA50 or pre-processed DNA6,140.  Nucleic acid-based devices designed for POC 

use, however, must have the ability to process realistic samples, such as gDNA, directly from human 

or pathogenic cells.   

Recent reports have relied on DNA entanglement at the device inlet to demonstrate “sample-to-

result” assays that collect a sample and return a result with minimal user steps57,138,142.  Although 

these methods have been successful, there are some notable limitations. First, they often require 

extensive washing of the nucleic-acid-capturing region to remove amplification inhibitors, which can 

increase time and device complexity143. Second, they require multiple user steps in order to properly 

deliver additional assay reagents or physically connect downstream detection systems, such as a 

lateral flow strip50,71. Third, systems that rely on DNA entanglement often require high volumes or 

concentrations of amplification reagents, increasing both the cost and complexity of a device. As an 

alternative to DNA entanglement, we have developed a simple-to-use method that enables lateral 

transport of DNA through porous membranes by employing fragmentation and that relies on the 

application of heat.  This method was designed to be directly compatible with POC devices that use 

nucleic acid amplification tests.  In addition to entanglement, adsorption may reduce or prevent DNA 

transport through porous membranes.  DNA may adsorb directly to a porous substrate, or adsorption 

may be mediated by DNA-associated proteins.   

The major constraint of transporting gDNA through paper-based devices that rely on lateral flow 

is entanglement of large nucleic acid strands in the porous matrix.  Bacterial pathogens have DNA 

that is at least 1 Mbp (one million base pairs) in length, which, fully extended, is ~340 µm end-to-

end.  Most bacterial cells, however, are only 1-20 µm long requiring the DNA to be compacted into 

structures called nucleoids.  In E. coli, for example, nucleoids can range from 4-15 µm long144,145 and 

are composed of looped regions with diameters of ~2 µm146.  In its most compact state, E. coli DNA 

arranged as a nucleoid is approximately 1-10 µm long.  Nucleoid structure can be disrupted by cell 

lysis or DNA extraction which can reduce compaction and greatly increase DNA length147,148.  In 

eukaryotic cells, DNA is compacted into chromosomes.  In humans, these chromosomes are between 

48 – 250 Mbp long; their length can range from 2–20 µm when compacted and 14,000 – 85,000 µm 

if fully extended149. 
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The most commonly used porous membranes in lateral flow devices consist of entangled fibers 

that effectively form a matrix of interconnected cavities, or pores.  These pores have dimensions in 

the range of 1-10 µm150,151, but are not uniform throughout a material.  Instead, membranes have a 

pore size distribution with some pores on the order of 1 µm and some that are >10 µm.  Because 

DNA structure is disrupted by lysis, the reduced compaction and increased size should result in 

limited transport of the DNA through a porous membrane.  To compensate for the change in 

structure, both bacterial and mammalian DNA would require fragmentation after cell lysis to allow 

for lateral flow through commonly used porous membranes.  There are multiple theories describing 

the fragmentation, or scission, process of DNA.  These theories rely on the mechanism used to 

fragment DNA. 

Extensive research on the movement of DNA through complex porous media has been conducted 

using electrophoresis. Specifically, pulsed-field gel electrophoresis (PFGE) was developed to improve 

the transport of large fragments of DNA (>15-20 kbp) through porous gels154,152,155. The pore size of 

an agarose gel can range from 5x–30x smaller156 than pores in most porous membranes. PFGE, 

however, is assisted by the controlled application of electrical fields in several directions, which often 

requires expensive equipment not easily adaptable to POC settings. Therefore, transport of DNA 

through porous membranes for diagnostic applications requires fragmentation that produces smaller 

pieces of DNA to flow through membranes driven only by passive flow. 

There are four primary mechanisms used to fragment DNA: bond breakage through mechanical 

stress and shear, enzymatic cleavage, chemical cleavage, and thermal scission98,157–159. Recently, 

these techniques have been used to prepare DNA libraries prior to cloning, however, many of these 

methods cannot easily be applied to POC devices or in porous membranes.  

Mechanical fragmentation methods rely on shear stress to break bonds between bases. There 

are multiple approaches that utilize mechanical-based fragmentation, but they often require 

expensive equipment or multiple user steps, which renders them incompatible with POC 

applications157,160–163.  

Enzymatic fragmentation methods target cleavage sites via enzymes that recognize specific 

sequences or general structural characteristics of DNA. The most common form of sequence-specific 

fragmentation is through restriction endonucleases78,164. General enzymatic fragmentation methods 

typically target cleavage of the phosphodiester bond between bases165. It has been well 

demonstrated that enzymatic methods work effectively to fragment DNA, but the reagents can be 



www.manaraa.com

expensive and, like most enzymes, require relatively narrow ranges of pH, temperature, and buffer 

concentration for optimal performance, making them incompatible with many realistic sample types.  

Chemical fragmentation methods rely on the formation of reactive oxygen species and specific 

reaction conditions to achieve reliable DNA cleavage173–178. Currently, there is limited published work 

detailing the effectiveness of chemical fragmentation methods in realistic samples with widely 

varying pH and salinities.  

Thermal scission of DNA has been studied since the early 1960s and involves two main 

mechanisms: hydrolysis of the phosphodiester backbone and depurination, which is followed by 

backbone hydrolysis. Depurination is the hydrolytic cleavage of purine bases. This cleavage pathway 

begins with the removal of a purine at the N-C bond which connects the 5-membered backbone ring 

to the base.  Depurination is followed by scission at the 3’ phosphodiester bond resulting in a strand 

break179,180. Lindahl et al. noted that the 3’ phosphodiester bond near an apurinic site is weakened, 

which results in a break in the backbone181.  Hydrolysis of the phosphodiester backbone does not 

only occur at apurininc sites, but can also be a result of a nucleophilic attack by water on the oxygen-

phosphorous bond off the 3’ carbon182.   

The rates of depurination and backbone hydrolysis have been studied and differ greatly between 

single-stranded (ss) and double-stranded (ds) DNA. Unsurprisingly, dsDNA shows improved stability 

and reduced rates of thermal cleavage.  For ssDNA, multiple research groups have demonstrated that 

increasing temperature, decreasing pH, and decreasing the ionic strength of the solution leads to 

increases in both depurination and backbone hydrolysis158,159,182–184. Additionally, the rates of these 

reactions have been separately quantified at elevated temperatures (79-100°C)158,185,186. The majority 

of these studies have focused on mammalian DNA that has been denatured through high 

temperature (95°C) or DNA-binding proteins. A few groups have extended these studies to scission of 

single-stranded heat-denatured bacterial DNA. These results are consistent with studies of thermal 

scission of mammalian DNA that indicate elevated temperatures (79-100°C) lead to increases in 

scission events159,187.   

The main theories of DNA scission independently describe two important physical steps: first the 

denaturation of dsDNA to ssDNA, and second the rates of depurination and backbone scission.  To 

understand and predict DNA scission, it is imperative to consider both of these steps because scission 

rates are significantly faster for ssDNA compared to dsDNA.  The first step in the process is DNA 

denaturation.  The time for denaturation has been shown to be inversely related to temperature and 
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proportional to the square of DNA size188,189, eq. 1, where τ is time for full denaturation in seconds, T 

is temperature in Kelvin, and M is the molecular weight of a DNA strand. 

𝜏 ∝  
𝑀2

𝑇
                              (𝑒𝑞. 1)  

 

This relationship predicts that increases in temperature and decreases in size will decrease the 

time required to fully denature a piece of dsDNA.  The authors note that for very long pieces of DNA, 

human genomes for example, the predicted denaturation time by this model exceed the expected 

time for replication which has led to the hypothesis that long DNA may partially denature allowing 

pieces to be effectively single stranded188.  

The second step in the thermal DNA scission model describes the rates of depurination and 

backbone hydrolysis.  Both Ginoza185 and Hoff186 have described that the number of breaks due to 

thermal scission of ssDNA is proportional to length, eq. 2, where p is the  number of scission events, 

N is the number of nucleotides in the ssDNA strand, k is the rate constant of scission, and t is time in 

minutes186.  Ginoza and Eigner have also described that the rate constant, k, is temperature 

dependent158,185. 

 

𝑝 ∝ 2𝑁𝑘𝑡                         (𝑒𝑞. 2) 

  

These two relationships show that longer DNA pieces require longer time to denature from 

dsDNA to ssDNA.  Once denatured, the resulting breaks in ssDNA will be greater for longer 

fragments.  Therefore, there appears to be a balance between overall heating time, heating 

temperature, and initial length of the DNA strand to describe the resulting size of ssDNA fragments 

post thermal scission. 

Additional information about scission of DNA comes from the polymer field. The thermally 

activated bond scission (TABS) model describes the scission of polymers in flow fields where forces 

are sufficient to break covalent bonds316. Work has also explored the combined effects of flow and 

temperature on polymer scission317. As described by Sasaki et al., a polymer is first stretched by a 

flow field aligning it with the direction of flow. Then, this extended conformation is subjected to 

fracture and scission at the center of the molecule, the point of highest stress318–320.  

These studies have focused on purified ss or dsDNA as their starting material, but preparation of 

DNA from cell-based samples requires the addition of a lysis step to expose the internal gDNA.  To 

address this constraint, we have designed a method to integrate DNA fragmentation with cell lysis.  
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This work is the first demonstration of the integrated lysis/fragmentation method to facilitate lateral 

transport of DNA through porous membranes.  The information presented below can serve as a set 

of design rules for the development of nucleic acid-based POC devices.  First, the effects of 

adsorption and entanglement on lateral DNA transport through porous membranes was explored.  

Second, it was demonstrated that increased heating time and temperature increased DNA 

fragmentation and transport through porous membranes, consistent with the models detailed 

above. Next, fragmentation and transport through a porous substrate for genomes with varying sizes 

was compared. Finally, mixed samples containing multiple cell types were used to demonstrate how 

varying fragmentation conditions can allow for selective transport of bacterial v. mammalian DNA. 

This work is applicable beyond the demonstrations presented here and can be applied to additional 

sample types and pathogens to expand the scope of porous membrane-based devices that target 

gDNA. 

Materials and Methods 

Materials and Reagents 

All reagents were prepared with sterile, molecular biology-grade water (Thermo Fisher Scientific, 

Waltham, MA, USA). Tris base, MES buffer, achromopeptidase (ACP, A3547), Tris/Borate/EDTA (TBE), 

phosphate buffered saline (PBS), 0.25% trypsin, Trypticase Soy Broth (TSB), and Lysogeny broth (LB) 

were purchased from Sigma Aldrich (St. Louise, MO, USA). Pre-poured chocolate agar plates were 

purchased from Fisher Scientific (Waltham, MA, USA). Proteinase K, SensiFAST probe No-Rox, and 

SensiFAST SYBR No-Rox kits were purchased from Bioline (Taunton, MA, USA). Mung bean nuclease 

and DNase I were purchased from New England Biolabs (Ipswich, MA, USA).  The S. cerevisiae DNA 

ladder, pulsed-field certified agarose, and DNA sample loading dye were purchased from Bio-Rad 

(Hercules, CA, USA). The SYBR Safe gel stain was purchased from ThermoFisher Scientific (Waltham, 

MA, USA).  The 10 mM Tris (pH 8), 50 mM MES (pH 5), 50 mM MES (pH 6.5), and 50 mM Tris (pH 8.5) 

buffers were prepared in sterile water and the pH values were adjusted. A 20 U/µL solution of ACP 

from lyophilized stock was prepared in 10 mM Tris, pH 8, immediately before each experiment.  

 

 

Bacterial Cell Culture 

Methicillin-resistant Staphylococcus aureus (S. aureus, strain 1770) was cultured in TSB and 

Escherichia coli (E. coli, strain K12) was cultured in LB.  Both cultures were heated to 37°C with 
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shaking (250 rpm). Secondary cultures were prepared from overnight cultures diluted 1:100 in fresh 

medium and grown to mid-log phase (OD600 = ~2). After three hours of secondary culture, cells were 

pelleted by centrifugation at 13000 ×g for 3 minutes. The supernatant was decanted and the cells 

were resuspended in 1× volume of 10 mM Tris buffer, pH 8.  

Neisseria gonorrhoeae (N. gonorrhoeae, strain 19424) was cultured directly from frozen stock on 

chocolate agar plates at 36°C in a 5% CO2 environment.  After 24-48 hours, colonies were collected 

from the plate and resuspended in 10 mM Tris buffer, pH 8. 

 

Mammalian Cell Culture 

Freshly cultured HeLa cells (ATCC CCL-2) were obtained from collaborators in the Hybiske Lab in 

the Department of Microbiology at the University of Washington. To prepare the cells for 

experiments, culture media was removed and cells were washed with an equal volume of PBS, 

followed by treatment with 0.25% trypsin with shaking at 37°C for 15 minutes. Detached cells were 

pelleted by centrifugation at 13000 ×g for 3 minutes. The supernatant was decanted and the cells 

were resuspended in 1× volume of 10 mM Tris buffer, pH 8. 

 

Cell Lysis and Fragmentation of gDNA 

Aliquots of 10 µL of freshly cultured cells (bacterial or mammalian) were added to 90 µL of either 

buffer only (10 mM Tris buffer, pH 8) or buffer with enzyme (10 mM Tris buffer, pH 8, with ACP at a 

final concentration of 0.5 U/µL). Buffer with enzyme samples were incubated at room temperature 

for 2 minutes prior to heating. All samples were heated to either 85, 87.5, 90, 92.5, or 95°C for 0–30 

minutes. After treatment, samples were allowed to flow laterally through a porous membrane. 

Additionally, a subset of samples was subjected to pulsed-field gel electrophoresis (PFGE), proteinase 

K treatment, and entanglement studies (see below).  

 

Porous Membrane Test Card Construction 

All porous membranes and test card materials were cut using a CO2 laser (Universal Laser 

Systems, Scottsdale, AZ, USA). The untreated and unbacked Fusion 5 and FF80HP nitrocellulose were 

purchased from GE Healthcare Life Sciences (Niskayuna, NY, USA).  Glass fiber 8964 was purchased 

from Ahlstrom (Helsinki, Finland) and CFSP223000 cellulose was purchased from EMD Millipore 

(Billerica, MA, USA). 
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Test cards were made with 0.254 mm-thick plastic backing with adhesive (10 mil Melinex with T-

5501 adhesive on one side, Fralock, Valencia, CA, USA). Test cards were assembled by using the 

adhesive layer of the plastic backing to hold the Fusion 5 porous membrane in place. The test cards 

were also laser-scored with 1 cm markings for easy membrane sectioning.  Control experiments were 

performed to ensure the adhesive layer of the plastic backing did not inhibit the qPCR. 

 

Adsorption of DNA Fragments to Porous Membranes 

A 1 cm × 1 cm section of membrane (either Fusion 5, nitrocellulose, glass fiber, or cellulose) was 

filled to fluid capacity with sample containing 1x105 copies of fragmented DNA.  This DNA was 

purified from S. aureus cells that had been treated with ACP at room temperature followed by 

heating to 95°C for 10 minutes.  After this treatment, the concentration of DNA was quantified by 

qPCR.  The sample was pipetted directly into the center of the membrane. After 5 minutes at room 

temperature, fluid was collected by placing the membrane, along the axis parallel to flow, in a 0.6 mL 

microcentrifuge tube with a hole in the bottom. The small microcentrifuge tube was then placed in a 

larger (1.7 mL) microcentrifuge tube; the samples were then centrifuged at 10,000 ×g for 3 minutes. 

The collected elution volumes were measured, and the amount of DNA recovered from each elution 

was quantified with qPCR to determine the fraction of the DNA remaining in the membrane.  

Retention was tested in three different buffers across a range of pH values: 50 mM MES at pH 5, 50 

mM MES at pH 6.5, and 50 mM Tris at pH 8.5.  Additionally, “blank” samples (buffer only, containing 

no DNA) were added to each membrane, and the fluid spun out of the membranes was tested to 

determine whether any chemicals from the membrane affected the qPCR assay.  

 

Lateral Flow Through Porous Membranes 

After lysis and fragmentation, 40 µL of each sample was wicked into a 1 cm × 4 cm Fusion 5 

porous membrane to characterize the effect of fragmentation on DNA transport. The samples were 

chased with 120 µL of a 10 mM Tris, pH 8, to saturate the fluidic capacity of the membrane. 

After the Fusion 5 was fully saturated with fluid, membranes were cut into two 1 cm × 2 cm 

sections: “Retained” and “Transported.”  Fluid was collected from these sections as described above 

and in Figure 1. The collected elution volumes were measured and the recovery of DNA was 

quantified using qPCR.
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Fig 1. Experimental schematic to assess fragmentation of DNA and transport through porous 

membranes. After in-tube lysis and fragmentation experiments, sample and wash solutions were 

wicked into the membranes. Once the membranes were saturated, membrane sections were placed 

into a tube vertically and fluid was collected via centrifugation along the axis parallel to flow.  Some 

samples were also qualitatively analyzed with PFGE after in-tube lysis and fragmentation to assess 

the distribution of DNA fragment sizes. 

 

Proteinase K Treatment 

A subset of samples was treated with proteinase K (PK) to digest proteins prior to flow through 

porous membranes. After lysis and fragmentation, these samples were placed in a refrigerator at 4°C 

for 10 minutes.  After cooling, PK was added (final concentration of 50 µg/µL) and the samples were 

heated to 50°C for 10 minutes, for optimal enzyme activity, followed by heating to 75°C for 10 

minutes to deactivate the enzyme. This protocol was adapted from the Bioline product manual209.  

After PK treatment, samples were wicked laterally into a porous membrane as described above. 

 

Elution of Entangled DNA Fragments from Porous Membranes 

After flow of samples through porous membranes and collection of fluid via centrifugation, the 

dried membranes were placed into 100 µL of 10 mM Tris buffer, pH 8. The solutions were heated 

overnight at 50°C with shaking in an attempt to elute entangled or adsorbed DNA from the 

membranes. Negative controls of membranes without any DNA were also included to ensure there 

was no PCR inhibitor released from the membranes. Finally, samples were pulse-vortexed 10 times. 

After treatment, the amount of DNA in each sample was quantified by qPCR. 
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Nuclease Treatment to Quantify Amount of ssDNA v. dsDNA 

In order to quantify the amount of ssDNA and dsDNA in a sample following lysis and thermal 

fragmentation, a subset of samples was treated with mung bean nuclease, which selectively digests 

ssDNA.  After lysis and fragmentation (10 minutes heating at 95 C̊) of either E. coli or S. aureus, 

samples were slow-cooled at room temperature (slow, liquid) or fast-cooled (fast, liquid) on ice for 10 

minutes.  Additionally, samples were fast-cooled by immediately adding them to Fusion 5 

membranes (fast, membrane) at room temperature.  The membrane-cooled samples sat for 5 

minutes followed by fluid collection via centrifugation at 10,000 xg rpm for 3 minutes. 

These samples (slow, liquid; fast, liquid; and fast, membrane) were then treated with 1 U of mung 

bean nuclease in 1x mung bean nuclease reaction buffer for 30 minutes at 30 C̊, as recommended by 

the manufacturer.  After nuclease treatment, the remaining DNA was purified by ethanol 

precipitation and quantified by qPCR.  These experiments also included three controls: no nuclease 

treatment (100% input control), no nuclease treatment + recovery from membrane (to control for 

potential losses due to interactions with the membrane), and DNase I control (negative control, 

DNase I should digest all of the DNA in a sample). 

 

Pulsed-Field Gel Electrophoresis 

PFGE was used to determine the range of fragment sizes of DNA after treatment. A 1.0% agarose 

gel was prepared in 0.5× TBE buffer and set overnight at 4°C. Gels were run using the BioRad CHEF 

Mapper XA System (Hercules, CA, USA) in a cold room (4°C) in 0.5× TBE running buffer. Agarose plugs 

containing the high molecular weight S. cerevisiae DNA ladder were loaded into the gel before 

submerging in running buffer. Liquid samples were added to the gel with sample loading buffer (1:5 

sample:loading buffer). The “Auto- Algorithm” function was used with an input size range from 50 

kbp to 1000 kbp, all other conditions were unaltered from the automatic settings. Gels ran for ~27 

hours and were stained in a 1× solution of SYBR Safe in 0.5× TBE for 20 minutes with shaking. Gels 

were de-stained for 10-15 minutes in DI water, then imaged with the BioRad Gel Doc EZ System 

(Hercules, CA, USA). 

 

qPCR 

S. aureus DNA was quantified with a qPCR kit for the ldh1 gene provided by the ELITech Group 

(ELITech Group Molecular Diagnostics, Bothell, WA, USA). The 20 µL reactions were run on a Bio-Rad 
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CFX real-time PCR instrument (Hercules, CA, USA) using the following protocol: 50°C hold for 2 

minutes, 93°C hold for 2 minutes, 45 cycles of 93°C for 10 seconds, 56°C for 30 seconds, and 72°C for 

15 seconds, ending with final elongation step at 72°C for 5 minutes. Fluorescence data were 

collected during the 56°C annealing step in the Texas Red channel. The qPCR results were analyzed 

using the automated threshold cycle (CT) value calculation in the Bio-Rad software (Hercules, CA, 

USA). This assay was sensitive down to ~10 copies of the target sequence. 

E. coli DNA recovery was quantified with qPCR for the rodA gene131 and NG DNA recovery was 

quantified with qPCR for the porA gene132 using the SensiFAST probe No-Rox kit from Bioline 

(Taunton, MA, USA). The 20 µL reactions were run on a Bio-Rad CFX real-time PCR instrument 

(Hercules, CA, USA) using the following protocol: 95°C hold for 3 minutes, 40 cycles of 95°C for 10 

seconds, 60°C for 30 seconds. Fluorescence data were collected during the 60°C annealing step in the 

FAM channel. The qPCR results were analyzed using the automated threshold cycle (CT) value 

calculation in the Bio-Rad software (Hercules, CA, USA). These assays were sensitive down to ~10 

copies of the target sequences. 

HeLa DNA recovery was quantified with qPCR for the β-globin gene210 using the SensiFAST SYBR 

No-Rox kit from Bioline (Taunton, MA, USA). The 20 µL reactions were run on a Bio-Rad CFX real-time 

PCR instrument (Hercules, CA, USA) using the following protocol: 95°C hold for 5 minutes, 40 cycles 

of 95°C for 30 seconds, 58°C for 30 seconds and 72°C for 1 minute. Fluorescence data were collected 

during the 58°C annealing step in the FAM channel. The qPCR results were analyzed using the 

automated threshold cycle (CT) value calculation in the Bio-Rad software (Hercules, CA, USA). This 

assay was sensitive down to ~10 copies of the target sequence.     

 

Results and Discussion 

The ultimate goal of this work was to design POC-compatible methods to reliably transport DNA 

laterally through porous membranes like those used in lateral flow tests. These methods have been 

designed to directly integrate with devices that use nucleic acid amplification tests138.  Transport was 

measured in two ways: 1) quantitatively measuring the amount of DNA that was transported laterally 

through a membrane after a thermal fragmentation treatment, by qPCR (see Figure 1); 2) 

qualitatively assessing the distribution of DNA fragment sizes by PFGE.   

All samples used in this work began as intact bacterial or mammalian cells to mimic real-world 

samples; therefore, all samples required a lysis step to access the DNA. We chose not to isolate DNA 

prior to fragmentation for two reasons. First, nearly all lysis and nucleic acid (NA) purification assays 
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inherently fragment DNA, which would unintentionally bias the starting sample prior to testing 

intentional fragmentation treatments. For example, many enzymes are used to lyse cells, but lytic 

enzymes often require heat denaturation or NA purification prior to qPCR analysis. Second, realistic 

samples have intact cells, so using cells as the starting material better represents expected 

conditions in the application of our methods.    

Two metrics were used to evaluate gDNA transport. The first metric, Percent Normalized 

Transport, removes potential variation in lysis between samples by normalizing transport to lysis 

efficiency, eq. 3. This metric isolates the effects of fragmentation on DNA transport through 

membranes. Lysis efficiencies were quantified by qPCR. 

% 𝑵𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅 𝑻𝒓𝒂𝒏𝒔𝒑𝒐𝒓𝒕

=  
𝑪𝒐𝒑𝒊𝒆𝒔 𝑹𝒆𝒄𝒐𝒗𝒆𝒓𝒆𝒅 𝒇𝒓𝒐𝒎 𝑴𝒆𝒎𝒃𝒓𝒂𝒏𝒆 ∗ 𝑬𝒍𝒖𝒕𝒊𝒐𝒏 𝑽𝒐𝒍𝒖𝒎𝒆

𝑰𝒏𝒑𝒖𝒕 𝑪𝒐𝒑𝒊𝒆𝒔 ∗ % 𝑳𝒚𝒔𝒊𝒔 𝑬𝒇𝒇𝒊𝒄𝒊𝒆𝒏𝒄𝒚
      (𝒆𝒒. 𝟑) 

 

The second metric, Percent Absolute Transport, does not normalize to lysis efficiencies, eq. 4.  

This metric therefore combines the effect of both lysis and fragmentation when processing the DNA 

from a sample.  This measure is especially important for samples with multiple cell types that may 

have very different lysis efficiencies.   

 

% 𝑨𝒃𝒔𝒐𝒍𝒖𝒕𝒆 𝑻𝒓𝒂𝒏𝒔𝒑𝒐𝒓𝒕

=  
𝑪𝒐𝒑𝒊𝒆𝒔 𝑹𝒆𝒄𝒐𝒗𝒆𝒓𝒆𝒅 𝒇𝒓𝒐𝒎 𝑴𝒆𝒎𝒃𝒓𝒂𝒏𝒆 ∗ 𝑬𝒍𝒖𝒕𝒊𝒐𝒏 𝑽𝒐𝒍𝒖𝒎𝒆

𝑰𝒏𝒑𝒖𝒕 𝑪𝒐𝒑𝒊𝒆𝒔
    (𝒆𝒒. 𝟒) 

 

For example, a sample with 100 cells and an 80% lysis efficiency would have 80 copies of the DNA 

available for fragmentation. If 60 of these copies transported through the membrane, then the 

Percent Normalized Transport would be 75% [60 copies recovered from membrane / (100 input 

copies * 80% lysis) = 60/80 = 75%]. The Percent Absolute Transport, however, would only be 60% [60 

copies recovered from membrane / 100 input copies = 60/100 = 60%]. 

Initial demonstration of thermal fragmentation of DNA and transport through porous 

membranes was performed with E. coli and S. aureus, which are Gram-negative and Gram-positive 

pathogens, respectively. Both types of bacteria were studied to evaluate and compare the effects of 

thermal fragmentation across a range of potential pathogens.  Samples containing one of these 

pathogens were treated with ACP, a mixture of lytic enzymes123,155, for 2 minutes at room 



www.manaraa.com

temperature, followed by heating to 95°C for 10 minutes. 95°C was chosen as the target temperature 

because it is easy to achieve with POC devices and it effectively denatures ACP211. Figure 2 shows the 

results from this study. For both pathogens, the Percent Normalized and Percent Absolute Transports 

are roughly equivalent, Figure 2A, because the lysis efficiencies for these conditions were all ~100%.  

A higher percentage of fragmented DNA from S. aureus cells transported effectively through the 

membrane compared to DNA from E. coli cells. These differences in transport will be discussed in a 

later section.  

The distribution of DNA fragments was also qualitatively assessed using PFGE, Figure 2B. This 

image shows two conditions for both E. coli and S. aureus.  The “ACP only” condition lyses the cells, 

but does not significantly fragment the DNA, as observed by the high concentration of DNA in the 

wells compared to the rest of the lane (note that the red color of the wells are saturated pixels; 

saturation indicate the presence of high DNA concentrations).  The “ACP + heat” conditions were first 

treated with ACP at room temperature followed by heating to 95 C̊ for 10 minutes.  For both 

pathogens under the “ACP + heat” condition, there is significantly less DNA observed in the wells 

than for the “ACP only” condition. 

Under these treatment conditions, the average size of S. aureus DNA fragments is smaller than 

the E. coli DNA fragments because some large-fragment E. coli DNA remained in the wells, while the 

S. aureus-containing “ACP + heat” wells had very little visible DNA. These differences will be further 

discussed in the following sections. 

 

 

Fig. 2 Methods for analyzing gDNA fragmentation and transport through porous membranes 

using E. coli and S. aureus pathogens.  A. Comparing two quantitative measurements of transport: 



www.manaraa.com

Percent Absolute Transport (Absolute) and Percent Normalized Transport (Normalized). For this 

data, the lysis efficiencies for both pathogens were ~100% so the two transport quantification 

methods showed the same results.  These data were collected using Fusion 5 membranes.  

Averages of N=6 (N=3 from two separate cultures) are reported with error bars representing 

standard error. B. PFGE comparing “No lysis” and “ACP + heat” lysis samples.  Under these 

treatment conditions, the average size of S. aureus DNA fragments is smaller than the E. coli DNA 

fragments because some large fragment E. coli DNA remained in the wells while the S. aureus-

containing “ACP + heat” wells had no visible DNA. Note that the red color of the wells in the upper 

part of the gel are saturated pixels, indicating the presence of very high concentrations of DNA.   

 

Effect of Adsorption versus Entanglement on gDNA Transport through Porous Membranes 

After the initial demonstrations, experiments were performed to support the hypothesis that 

transport of DNA through porous membranes was dependent on the extent of gDNA fragmentation. 

We considered competing hypotheses that might explain a lack of transport: adsorption to the 

membrane matrix by DNA or DNA-associated proteins (which should not depend on the length of the 

DNA strands) or DNA entanglement (which should be reduced as the mean fragment size is reduced 

by fragmentation). 

DNA adsorption was evaluated in four different membranes (nitrocellulose, Fusion 5, cellulose, 

and glass fiber) using three buffers with varying pH values (5, 6.5, and 8.5) that span the range 

observed in human samples such as urine120. The DNA used in these experiments was purified from 

S. aureus cells and fragmented by heat in order to remove the potential confounding effect of DNA 

entanglement. .   

For both the cellulose and glass fiber membranes tested, adsorption to the membrane was pH-

dependent, lower pH values resulted in reduced recovery of DNA indicating higher amounts of DNA 

adsorption.  The DNA added to both nitrocellulose and Fusion 5 was recovered at all three pH values 

tested indicating little-to-no adsorption (Figure S1).  These results are consistent with our understand 

of the material properties because both nitrocellulose and Fusion 5 are negatively charged, and 

therefore are unlikely to adsorb DNA151.  However, DNA recovery from nitrocellulose was variable 

and elutions of only buffer (no DNA added) showed slight enhancement of the qPCR signal.  Based 

on these considerations, Fusion 5 was selected as the material for the remaining experiments 

detailed below.  



www.manaraa.com

DNA is not the only molecule that can adsorb to the membrane. It is well known that proteins 

can readily adsorb to porous membranes depending on the buffer conditions48,151,212; since cellular 

gDNA is coated with proteins, a protein coating could play a role in reducing DNA transport. 

To test this hypothesis, samples were treated with proteinase K (PK) after initial lysis and heat-

based fragmentation. Short (2 minutes) and long (8 minutes) heating times were compared for four 

different cell types: N. gonorrhoeae, S. aureus, E. coli, and human epithelial cells.  After PK 

treatment, the samples were allowed to flow laterally through Fusion 5 membranes, after which DNA 

recovery from different membrane sections was quantified (Percent Normalized Transport). For all 

four cell types at both heating times, there was no observable difference between samples with or 

without PK treatment (Figure S2) indicating that presence of protein on the DNA does not 

significantly affect transport of DNA through Fusion 5 membranes under these assay conditions. 

For the samples in Figure 2, less than 75% of the E. coli DNA was recovered from the membrane 

while nearly 100% of the S. aureus DNA was recovered. Based on the genome sizes of the bacterial 

strains used in this study (E. coli ~5 Mbps and S. aureus ~2.5 Mbps), the known pore size distribution 

of the porous membrane, and the models that describe the length dependence of DNA denaturation 

and scission, it was hypothesized that the E. coli DNA fragments were, on average, larger than the S. 

aureus fragments.  These larger E. coli DNA fragments were entangled in the membrane. This 

entanglement could prevent the large DNA fragments from transporting through the membrane and 

being eluted during centrifugation. To test this hypothesis, membranes were saved after elution and 

placed in buffer.  These samples were then heated overnight at 50°C with shaking in an attempt to 

elute unrecovered DNA from the membranes. The effects of the overnight treatments were then 

characterized via qPCR. 

After overnight treatment, the E. coli samples had 25% (SE 4.6%, N=3) of the input DNA 

remaining entangled in the membrane after transport and collection while the S. aureus samples had 

only 2.0% (SE 0.6%, N=3). These data support the information presented in Figure 2 because nearly 

100% of the S. aureus DNA was recovered from transport and only 2% was recovered from the 

overnight treatment.  The results from Figure 2 also showed ~75% of the E. coli DNA was recovered 

from transport and the remaining ~25% from the overnight treatment. 

Finally, the amount of ssDNA v. dsDNA in a sample after lysis and thermal scission was quantified 

to determine the output of the system prior to introduction to a porous membrane.  The literature 

indicates that the rate of thermal fragmentation of ssDNA is significantly faster than that of 
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dsDNA158,185,186.  All samples in our work were heated to 95 C̊, suggesting that much of the DNA 

should be single stranded.   

After lysis and fragmentation at 95 C̊ for 10 minutes, both E. coli and S. aureus DNA was treated 

with mung bean nuclease which specifically degrades ssDNA.  If the above hypothesis is true – that 

the majority of the DNA should be single stranded – then this nuclease should digest the majority of 

the DNA in the sample resulting in low yields by qPCR.  For both pathogens, this is exactly what was 

observed; after mung bean treatment, less than 10% of E. coli DNA remained and less than 3% of S. 

aureus DNA remained.  These results indicate that after lysis and thermal fragmentation at 95 C̊, 

followed by a period of 5 minutes or less at room temperature, over 90% of the DNA in these 

samples was still single stranded.   

The observed difference between E. coli and S. aureus is consistent with the denaturation model 

described above which notes that time for denaturation is dependent on the square of DNA length.  

The E. coli DNA used in these studies was ~2x longer than the S. aureus DNA, therefore, there should 

be more E. coli dsDNA than S. aureus dsDNA, which is what these results show. 

 

Effect of Heating Time on DNA Fragmentation and Transport through Porous Membranes 

After the experiments probing the mechanisms of effective transport discussed above, we 

characterized the effects of varying sample heating times at 95°C on fragmentation of DNA and 

transport through porous membranes. Based on previously published literature and the initial 

experiments above, we hypothesized that increasing heating times would result in increased 

fragmentation and transport of DNA through a membrane.  Additionally, understanding the 

minimum required time for effective fragmentation can guide assay design requirements.   

Samples containing either E. coli or S. aureus bacteria were heated for 0-10 minutes followed by 

flow through Fusion 5. In order to decouple the effects of lysis and fragmentation, Percent 

Normalized Transport was used as described above (eq. 3). For the conditions presented in Figure 3, 

all lysis efficiencies were >80% (Figure S3).   

For both pathogens, increased heating time resulted in a higher Percent Normalized Transport, 

Figure 3, indicating a higher degree of fragmentation. These results were also verified by PFGE 

(Figure S4). After 4 minutes, there is little additional observed fragmentation.  These results are 

consistent with the theory described by Ginoza and Hoff that longer heating times results in more 

scission events which would lead to smaller DNA fragments.  Smaller fragments should transport 
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more effectively through porous membranes.  Therefore, transport is directly proportional to heating 

time. 

E. coli treated with or without ACP did not show any difference in transport, indicating that the 

enzyme does not significantly affect DNA fragmentation in this assay. Experiments with ACP and no 

heat were not performed because ACP that is not heat-deactivated inhibits qPCR. 

  

 

Fig. 3 Effect of heating time on DNA fragmentation and transport through porous membranes. 

Averages of N=6 (N=3 from two independent cultures) are reported with error bars representing 

standard error. Samples treated with ACP and no-heat cannot be quantified because the non-

denatured enzyme inhibits qPCR. A. E. coli treated with and without ACP, and B. S. aureus treated 

with ACP. S. aureus is not susceptible to thermal lysis. 

 

E. coli is Gram-negative with a thin cell wall making it susceptible to thermal-based lysis without 

ACP.  S. aureus, however, is Gram-positive; the thick cell wall composed of peptidoglycan is 

comparatively resistant to thermal lysis123.  ACP was used to lyse S. aureus and make the DNA 

available for thermal fragmentation123,211. 

There was a significant difference in transport of E. coli v. S. aureus DNA when comparing across 

heating times.  For example, the maximum percent transported for E. coli was ~75% for 10 minutes 

of heating at 95°C whereas S. aureus heated at the same temperature for the same amount of time 

resulted in ~100% transport.   
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This suggests that heating the E. coli sample for longer would result in more fragmentation and 

therefore a higher percentage that transports through the membrane.  To test this hypothesis, 

samples were heated for up to 30 minutes at 95 C̊ followed by immediate flow laterally through 

Fusion 5.  Fluid was collected from the membrane as described above and transport was quantified.  

The results from the experiment support this hypothesis and show that the extended heating times 

do result in a higher percent of E. coli DNA that effectively transports through Fusion 5 (Figure S5). 

These results can also be explained using the models described above.  S. aureus DNA is only ~2x 

smaller than E. coli DNA, but the model of DNA denaturation indicates that time is proportional to 

the square of DNA size.  Therefore, E. coli DNA should take ~4x longer to denature than S. aureus 

DNA which would reduce the amount of time the E. coli ssDNA was available for effective thermal 

scission.  Based on the data presented in Figures 3 and S5, S. aureus DNA is sufficiently fragmented 

for transport through membranes by 4-6 minutes (100% transport) while E. coli DNA does not show 

the same transport efficiency until 20 minutes, ~3-5x times longer, as suggested by the model. 

 

Effect of Heating Temperature on DNA Fragmentation and Transport through Porous Membranes 

Next, we tested the effect of varying heating temperature on DNA fragmentation and transport 

through porous membranes.  Similar to testing heating time, understanding the minimum required 

temperature for effective fragmentation can guide assay design requirements.  Again, lysis and 

fragmentation were decoupled using Percent Normalized Transport. For the conditions presented in 

Figure 4, all lysis efficiencies were >80% (Figure S6).   

Samples containing either intact E. coli or S. aureus were heated at 85-95°C for 10 minutes 

followed by flow through a porous membrane. For E. coli, increased heating temperature resulted in 

a higher percentage of DNA that was transported through the porous membrane, Figure 4, indicating 

a higher degree of fragmentation. These results were also observed by PFGE (Figure S7). 

Temperatures at or above 92.5°C resulted in similar fragmentation and transport. As with the 

previous experiments, E. coli treated with or without ACP did not show any difference in transport.  

The temperature dependence of thermal scission, and therefore lateral transport through porous 

membranes, also aligns well with the described models which note that increasing temperatures 

increase the rates of scission158,185. 

There was little effect on transport of S. aureus DNA after heating to these varied temperatures.  

This outcome does not appear to be a result of lysis method, ACP, because changes in fragmentation 

and transport with temperature were observed for E. coli treated with and without ACP. 
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Fig. 4 Effect of heating temperature on DNA fragmentation and transport through porous 

membranes. Averages of N=6 (N=3 from two independent cultures) are reported with error bars 

representing standard error. A. E. coli treated with and without ACP, and B. S. aureus treated with 

ACP.  S. aureus is not susceptible to thermal lysis. 

 

Effect of Genome Size on Transport through Porous Membranes 

For the samples tested above, longer heating times (4+ minutes) at higher temperatures 

(>92.5°C) resulted in more DNA transported through the membrane, indicating a greater degree of 

fragmentation.  Additionally, each of these conditions resulted in high lysis efficiencies (>80%, see 

Supplemental Information) signifying that the majority of the DNA from the cells was available for 

fragmentation and transport.  

The next round of experiments directly compared the Percent Normalized Transport of DNA from 

four cell types with varying genome sizes: N. gonorrhoeae (2.2 Mbp), S. aureus (2.5 Mbp), E. coli (5 

Mbp), and human epithelial cells (HeLa, 48 – 250 Mbp).  The human genome is composed of 

chromosomes, the shortest is #21 at ~48 Mbp and the longest is #1 at ~250 Mbp.  

Based on the results presented in Figures 3 and 4, ACP does not appear to significantly contribute 

to DNA fragmentation when heating to >85 C̊ for up to 10 minutes. It can, however, play an 

important role in cell lysis because some cells, such as Gram-positive bacteria, are not susceptible to 

thermal lysis123. Lysis of human epithelial cells was significantly improved when treated with ACP + 
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heat instead of just heat (ACP + heat: 62% lysis v. heat only: 25% lysis).  In order to reduce this 

variation in lysis, all samples for this round of experiments were treated with ACP for 2 minutes at 

room temperature prior to heating to 95°C for 2 or 8 minutes followed by flow through Fusion 5.  

After flow, DNA transport was quantified by qPCR. 

As observed in previous experiments, heating of samples for only 2 minutes resulted in reduced 

Percent Normalized Transport compared to heating for 8 minutes. The same results are observed 

across all four cell types, Figure 5.  The time-dependence of scission and therefore transport is 

consistent with the scission models described above. 
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Fig. 5 Effect of gDNA size on transport through porous membranes. For larger genomes, 

significantly less DNA was able to effectively transport through the membrane. For all genomes, 

heating for 8 minutes resulted in a higher percentage of DNA transported through the membrane. 

All samples were treated with ACP prior to heating to 95°C to reduce potential lysis variation.  

Averages of N=6 (N=3 from two independent cultures) are reported with error bars representing 

standard error. 

 

 

There is a noticeable size trend in increasing the % normalized transport for each heating time. The 

smaller N. gonorrhoeae and S. aureus genomes (2.2 Mbp and 2.5 Mbp, respectively) show a higher 

percentage of transport through the membrane compared to the larger E. coli and epithelial cell genomes 

(5 Mbp and 48-250 Mbp, respectively).  This trend may be partially explained based on the two models 

that govern DNA scission.  The shorter genomes denature from dsDNA to ssDNA in less time than the 

longer genomes.  This difference results in the smaller genomes having more time as ssDNA and therefore 

more time to experience thermal scission compared to the larger genomes.  Ultimately more time spent as 
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ssDNA under thermal scission conditions would result in smaller fragments and therefore higher transport 

efficiencies, as seen in Figure 5. 

 

Fragmentation and Transport of DNA from Mixed Samples 

Realistic human samples for pathogen detection contain a mix of pathogens, commensal bacteria, and 

human cells. For example, sampling for N. gonorrhoeae is typically done with a swab or urine3, both of 

which also contain human epithelial cells. For some applications, excess non-target DNA can reduce assay 

sensitivity by overloading the capacity of a system140,213 or by reducing target amplicon generation through 

amplification reagent sequestering51,214. Reducing or eliminating non-target DNA would help increase 

sensitivity for the target of interest.  Therefore, for mixed samples, it is important to quantify the total 

amount of DNA (both target and non-target) that successfully transported through a porous membrane, 

which we described as the Percent Absolute Transport, eq. 4.    

For experiments with mixed samples containing two cell types, it is important to account for individual 

lysis efficiencies. Samples with both N. gonorrhoeae and HeLa cells were lysed with ACP at room 

temperature for 2 minutes followed by heating to 95°C for either 2 or 8 minutes. Samples were then 

allowed to flow laterally through porous membranes. 

Within these mixed samples, the epithelial cells showed reduced lysis efficiency compared to the N. 

gonorrhoeae bacteria (2 min: N. gonorrhoeae 98% vs. epithelial cells 39% and 8 min: N. gonorrhoeae 95% 

vs. epithelial cells 62%, respectively). Using equation 4 and accounting for these reduced lysis efficiencies, 

significantly more total input DNA was recovered from N. gonorrhoeae compared to the human epithelial 

cells for both times tested, Figure 6. 
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Fig. 6 Fragmentation and transport of mixed 

samples through porous membranes. The 

epithelial cell does not lyse as effectively as the 

small bacterial cell in these conditions, therefore 

reducing the amount of DNA available for 

fragmentation.  For both heating times tested, 4x 

more N. gonorrhoeae DNA successfully 

transported through the membrane compared to 

epithelial cell DNA. Averages of N=6 (N=3 from 

two independent cultures) are reported with 

error bars representing standard error. Samples 

were treated with ACP for 2 minutes at room 

temperature followed by heating to 95°C for 

either 2 or 8 minutes. 

 

The transport data, measured by qPCR, and the pulsed-field gels, provided in the supplemental 

information, indicate that fragments on the order of 200 kbp to 250 kbp (0.2 Mbp – 0.25 Mbp) effectively 

transport through Fusion 5.  

Bacterial DNA is ~10-100× shorter than mammalian DNA, based on the range of chromosome sizes. 

This data set suggests that the significantly larger mammalian DNA (48–250 Mbp) does not sufficiently 

fragment during the applied heating to effectively transport through the porous membrane. The smaller 

bacterial DNA (Mbp), however, is sufficiently fragmented and therefore transports well.   

These results are consistent with the models for DNA denaturation and thermal scission described 

above.  Both cells experience the same temperature and time of heating.  The denaturation model 

indicates that the significantly longer mammalian DNA could take 100x longer to fully denature from 

dsDNA to ssDNA because denaturation time is proportional to the square of DNA length188,189.  Based on 

this model, during the 2- or 8-minute heating steps portions of the mammalian DNA would remain double 

stranded and be significantly less susceptible to thermal scission than the bacterial DNA.  The sections of 

mammalian DNA that are single stranded, would result in 10-100x more scission events because thermal 
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scission is directly proportional to DNA length.  Overall, this work describes a balance between multiple 

factors including DNA length, heating time, and heating temperature.  In order to selectively fragment and 

transport smaller bacterial DNA while retaining larger mammalian DNA, moderate heating times of 2–8 

minutes at 90–95°C should be used. 

These differences in length and the relatively short heating times may be enough to describe the 

transport and recovery of DNA from various cell types in a sample. Preliminary studies were also 

conducted to evaluate cell lysis and thermal fragmentation in porous membranes, instead of in solution as 

presented here. The results from these initial studies showed that both lysis and DNA fragmentation were 

greatly reduced when samples were heated in porous membranes (data not shown). 

Conclusions 

Here we have demonstrated and characterized a novel application of thermal DNA fragmentation for 
use in porous membrane devices. First, mechanisms governing DNA transport through porous 
membranes were evaluated.  Direct adsorption or protein-mediate adsorption of DNA to Fusion 5, and 
DNA entanglement in the membrane post scission did not significantly contribution to DNA transport 
in these studies.  Also, varying heating time and temperature was shown to have a predictable effect 
on DNA transport laterally through Fusion 5.  For all four tested cell types lysed with ACP (N. 
gonorrhoeae, S. aureus, E. coli, and epithelial), heating to 95 ˚C for at least 8 minutes resulted in 
greater than 50% of the available DNA effectively transporting through the Fusion 5 membrane.  
These data normalize DNA transport to cell lysis (equation 3). Finally, this information enabled the use 
of controlled lysis and fragmentation to selectively move or retain DNA from samples with multiple 
cell types.  When smaller bacterial cells (N. gonorrhoeae) and larger mammalian cells (epithelial cells) 
were simultaneously lysed and thermally fragmented, at least 4x more of the total bacterial DNA was 
successfully transported through the membrane compared to the total mammalian DNA (equation 4).  
This difference was observed for samples heated to 95 ˚C for either 2 or 8 minutes. 

The data presented in this work indicate that controlled heating times and temperatures could be 

applied to different samples to effectively reduce human DNA in downstream applications. Conversely, 

assays could be designed that fragment pathogenic DNA, remove it under flow, and retain the human DNA 

for further processing. Future work should characterize complex samples to elucidate the ability to do 

targeted fragmentation.  

A final consideration that future work should address is membrane variability. This work explored the 

fragmentation and transport of DNA through a single membrane type: Fusion 5. While parallel experiments 

in a second membrane (Standard 17 glass fiber, GE Healthcare Life Sciences) have yielded similar results, it 

is important to consider that porous membranes may or may not differ in average pore size, but they 
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almost always differ in the pore size distribution, which is based on the specifics of their manufacture. 

Because the failure to transport DNA through porous membranes appears to be dominated by 

entanglement, the pore size distribution of the membrane will play a large role in the transport of specific 

distributions of DNA fragments. The work we have done to establish some control over the fragmentation 

process will help to better identify desired membrane characteristics based on the need for DNA transport 

in a target application. 

 The results contained within this work can serve as a guide for evaluating DNA fragmentation 

and design rules for assay and device development for porous membrane-based systems.  In fact, 

the results of this work have already been applied to an integrated paper-based POC nucleic acid 

amplification system that requires DNA fragmentation138. Application of these methods to complex 

human samples or organisms with significantly smaller or RNA-based genomes will further expand 

its usefulness. Future work will therefore demonstrate the integration of DNA fragmentation into 

POC sample preparation devices. 

Acknowledgements 

This work was supported by a grant to Paul Yager from the Defense Advanced Research Projects Agency 

(DARPA) “Multiplexable Autonomous Disposable for Nucleic Acid Amplification Tests for LRSs” under Grant 

No. HR0011-11-2-0007.  

We thank Meghan Zuck and Kevin Hybiske for providing fresh cultures of HeLa Cells. We also thank Joshua 

D. Bishop, Xiaohong Zhang, Ryan Gallagher, Paula Ladd, Erin Heiniger, Joshua R. Buser, Enos Kline, and all of 

our colleagues in the Yager Laboratory who provided valuable discussion and feedback on experimental 

design and analysis. We thank collaborators Nicolaas Vermeulen and Boris Alabyev from 

ELITechGroup Molecular Diagnostics (previously Epoch Biosciences) for assistance with the supply 

of the ldh1 qPCR assay for S. aureus. 

 
 

 

3. The p-switch: a pressure-based valving system for controlling flow and automating assays in paper 

microfluidics (manuscript ready to submit to PNAS) 

 

J. R. Busera†*, S. A. Byrnesa†*, C. Andersona, P. Kauffmana, J. D. Bishopa, M. H. Wheelera, and P. Yagera* 



www.manaraa.com

 

Abstract 
Porous membrane or paper-based assays are becoming more common due to their ease-of-use and low cost.  
Increasingly, these paper-based devices are translating more complex laboratory assays to point-of-care 
settings.  However, many of the translated devices still lack automation and require multiple user steps due to 
the complexity of realistic sample preparation requirements.  Some sample types, such as urine, require 
concentration for target detection; others, such as nasal swabs or blood, may require removal or dilution of 
species that interfere with downstream assays.  Additionally, many laboratory assays utilize milliliters of 
sample while most point-of-care paper-based devices are limited to only a few hundred microliters.  To 
broaden the effectiveness and availability of point-of-care testing, we have developed and characterized a 
technique that allows for automated sample concentration or dilution in porous membranes.  This system 
relies on an improved fundamental understanding of how membranes wet and how fluid flows through multi-
material networks.  This simple-to-use system is demonstrated in two ways: (1) automated DNA extraction 
and concentration from mL-sized samples and (2) an automated dilution series of an immunoassay detection 
antibody.  Our system enables the integration of complex sample preparation with downstream biomolecule 
detection, which would otherwise not be feasible with traditional paper microfludic approaches. 
 
Introduction 
Fluidic controls in paper microfluidics have been demonstrated repeatedly during the last decade using a 
variety of valving techniques.  For example, materials can be embedded into a membrane to slow or delay 
flow.  Noh et al. utilized varying concentrations of patterned wax to control fluidic timing in porous devices 
258,259.  Lutz et al. developed a different approach by embedding sugar barriers into porous membranes.  
Higher concentrations of sugars resulted in longer delays for fluid delivery 260.  The Yager, Lutz, and Fu groups 
have also designed methods for the sequential timed delivery of reagents through two-dimensional paper 
networks that rely on volume metering 47,229,261,262.  Chen et al. developed a fluidic diode using a combination 
of hydrophobic and hydrophilic coatings to control direction and sequencing of fluid flow 263. Many of these 
systems introduce an additional reagent (wax, sugar, etc.) into the reaction, which may negatively impact 
sensitive reactions such as nucleic acid amplification 264–266. 
With these concerns in mind, Toley et al. developed valves that utilize separated fluidic networks to actuate 
expanding elements.  These elements are outside of the main fluid pathway and do not introduce additional 
reagents.  These expanding valves can turn flow on or off and cause fluid diversion and redirection 267.  This 
system was able to achieve fluidic delays ranging from 5 seconds to 25 minutes with coefficients of variation 
of less than 9 %. 
Recent publications have included reviews of additional valving for paper microfluidics including those 
detailed above 268–270.  Although effective, many these systems are limited to use with a maximum of a few 
hundreds of µLs of input sample.  When processing large volumes such as urine or dilute blood, devices may 
need to manage up to 5-10 mL of volume.  In urine, for example, the first 5-10 mL contain the highest 
concentration of pathogen biomarkers 101.   
In recent years, multiple groups have used isotachophoresis to concentrate pathogen biomarkers from 
complex samples 92,95,271, but these systems often use small sample volumes and involve multiple pre-
processing steps, such as off-device centrifugation and sample dilution 272.  Additionally, isotachophoresis can 
be sensitive to high salt and white blood cell concentrations found in clinical samples 272.  Linnes et al. 
developed an integrated method for paper-based NA extraction coupled to in-membrane isothermal 
amplification to detect chlamydia 71.  Although effective, this device required multiple user steps and utilized 
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only a small volume of urine, between 10 – 100 µL.  We previously published on an in-membrane sample 
processing method that concentrated DNA from up to 2 mL of sample, but that system did not include any 
automation to enable development of an integrated device 140.   
Alternatively, some samples require dilution prior to processing to reduce high concentrations of interfering 
species that may inhibit target detection 321 or restrict flow through porous membranes 140.  Multiple groups 
have demonstrated paper devices that separate the input sample into multiple detection zones causing 
modest dilution, but there are only a few demonstrations of deliberate and automated dilution in porous-
based devices.  Osborn et al demonstrated a paper-based device capable of linear dilutions based on 
geometry 261 and Songjaroen et al. designed a system that uses a wash step to dilute a sample on-device for 
blood typing 322.  To date, there have not been any published reports of paper devices that automate a 
dilution series of a sample.  The complexity of realistic samples – some which need concentration and others 
dilution – requires a reimaging of device design and fluid processing. 
Many previous publications use simplified models to describe flow in paper microfluidic devices.  The most 
commonly cited are the Washburn equation and Darcy’s Law.  The Washburn equation is limited to flow in 
one dimension while Darcy’s Law can be used in multi-dimensional flows.   Both of these models, however, are 
not fully representative of complex flow in porous media.  For example, both Washburn and Darcy assume a 
fully saturating wetting front.  In reality, the wetting front in a porous membrane is only partially-saturated 
and the degree of saturation depends on specific properties of the individual membranes such as the water 
retention curve.  To accurately model these systems, a partially-saturated modelling technique is required. 
The Richards equation is widely used in hydrogeology to model partially-saturated flow through soil (ref).  A 
full description of the Richards equation for modelling flow in porous media along with characterization of 
commonly used membranes for paper microfluidics is covered in a separate manuscript in preparation by our 
group (Buser et al. 2016, not sure if the PNAS rules allow us to cite this but wanted to include it just in case).   
Using this new insight, we have designed and developed multi-material porous networks to automate and 
control fluid flow in paper microfluidic devices.  This simple-to-use system is demonstrated in two ways: (1) 
automated DNA extraction and concentration from mL-sized samples and, to our knowledge, (2) the first 
demonstration of automated dilution series in a paper-based device.  Our system enables the integration and 
automation of complex, multi-step assays which would otherwise not be feasible with traditional porous 
membrane-based microfluidic approaches.  
 

Results 
The p-switch:  pressure-based system for controlling fluid flow in porous membranes 
The use of porous materials for affordable diagnostics is partially driven by their automatic transport of fluids, 
removing the need for expensive operational equipment such as syringe pumps 261.  This fluid transport is 
driven by a pressure differential between a fluid source and the wetting front in the membrane, described 
here as the suction pressure.  This simple relationship has been described previously in the literature 47,261,262.  
More complex, multi-material networks, however, have not been well described. 
When one membrane serves as a fluid source for a second membrane, the pressure differential at their 
intersection dictates fluid flow.  For example, Figure 1A shows the water retention curve (WRC) for a 
nitrocellulose membrane (HF135, Millipore, Billerica, MA, USA).  Wetting of the nitrocellulose membrane as 
modeled in COMSOL (Burlington, MA, USA) is shown in Figure 1B, with the wetting front advancing into the 
material from a fluid source located at the lower boundary. The modelled fluid pressure at 60s is shown in 
Figure 1C, along with the location of an overlapping secondary membrane, Ahlstrom 8964 glass fiber. The 
pressure along the vertical axis of the nitrocellulose membrane is plotted in Figure 1D.  It can be observed that 
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the fluid pressure at the junction is negative, ~11 kPa. A water retention curve for the 8964 membrane is 
shown in Figure 1E; at a suction pressure of 11 kPa, very little of the membrane is saturated. The practical 
implication of this is that the 8964 membrane will not pull significant fluid from the junction while the HF135 
membrane is wetting, due to the pressure differential at the junction.   
 

 

Figure 1. Theory of p-switch operation.  A. Water retention curve (WRC) for HF135 nitrocellulose.  At lower 

levels of saturation, a larger suction pressure is generated.  B. The WRC data along with the measured 

membrane permeability can be used to model flow with the Richards equation. Here, fluid is flowing into an 

HF135 membrane from a fluid source located at the lower boundary of the rectangle. The fluid front 

advances into the membrane as time goes on.  C. The fluid pressure is displayed at the 60 second time point. 

A hollow rectangle is drawn where an 8964 membrane could be located to construct a junction.  D. Fluid 

pressure is plotted as a function of vertical position, with 0 mm corresponding to the lower boundary of the 
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rectangle. Fluid pressure starts as 0 at the fluid source, and decreases as a function of vertical position. The 

fluid pressure at the location of the 8964 junction is highlighted, around 11 kPa suction pressure.  E. Water 

retention curve for 8964 glass fiber. At a suction pressure of 11 kPa, very little of the 8964 membrane will 

wet. This means that the 8964 will not pull a significant amount of fluid from the junction while the HF135 is 

wetting. 

 

Careful material selection allows predictable pressure differentials at material junctions and, therefore, 
controllable fluid flow and material wetting.  Because this controllable mechanism is driven by pressure, we’ve 
named it the p-switch. 
Figure 2A shows a device composed of multiple materials; the primary membrane is connected to a 
fluid source and a waste pad.  This primary membrane is sandwiched between two pieces of the 
secondary membrane at the overlap region, Figure 2B.  During wetting, the primary membrane will 
take up fluid, Figure 2C.  The secondary membrane remains dry as the fluid flows through the overlap 
region.  If an additional fluid source is connected to the secondary membrane, fluid can now flow 
through the overlap region.   
 

 

Figure 94.  Demonstration of p-switch operation.   A. 

Image of a p-switch device with a Galaxy S6 mobile 

phone and US quarter for scale.  B.  Schematic of p-

switch device consisting of multiple materials and a 

cross-section of the overlap junction region.  C.  

Images from a video showing fluid flow in a p-switch 

device.   

 

Automated dilution in porous networks using the p-switch 
The p-switch enables automated on-device dilution of a sample through the delivery of specific volumes of a 
sample across a series of test strips. Figure 3A shows the device designed for automated dilution, where the 
sample is applied to the primary membrane, named the sample pad. When the source pad is placed into a well 
containing running buffer, it carries varying volumes of the sample into the legs of each test strip. The 
decreasing widths on each subsequent test leg led to the delivery of subsequently smaller volumes of the 
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sample into each test strip, Figure 3B. The dilution factor on device was quantified using biotinylated gold 
nanoparticles that bind to a biotinylated oligonucleotide that is adsorbed onto a test line, Figure 3C. Utilizing a 
calibration curve (supplemental) the dilution factor across each test leg was calculated to be 0.8, 0.45, 0.24, 
and 0.1.  
 

 

 

 

Figure 3.  Paper-based automated dilution device 

using the p-valve.  A.  Device schematic of the 

automation dilution device, where the primary 

membrane is the sample pad, and the source pad is 

the secondary membrane to which running buffer 

is applied.  B. Video stills of the dilution device 

using red dye C.  Representative test lines and the 

calculated dilution factor for each leg of the 

automated diluter. Averages of N=3 are reported 

with error bars representing +/- one standard 

deviation.  
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Sample concentration from mL-sized volumes using the p-switch 
We demonstrated an application of the p-switch for automated DNA extraction and concentration from 1 mL 
samples.  In this configuration, the device recovered >80% of the target DNA spiked into discarded human 
urine, Figure 4.  Patient samples 08, 03, 02, and 05 had pH values at or below 6.8 and showed high recovery of 
target DNA.  The samples also had widely varying salinities: 11–214 mM.  These results were expected because 
the DNA capture molecule is positively charged below a pH of ~6.5.  The details of this DNA purification system 
were previously published 140. 
Patient samples 09, 01, and 04 had pH values above 7 resulting in poor capture and, ultimately, low recovery 
of target DNA.  Patient sample 10 had a low pH (5.8), but did not result in a high recovery of target DNA.  The 
amount of DNA remaining in the chitosan region after elution was less than 10% of the input for each sample.  
The device runtime was between 13-15 minutes. 
 

 

Figure 4. Application of the p-switch for in-

membrane DNA purification and concentrated from 

1 mL of discarded human urine samples.  The 

primary membrane was patterned with a DNA-

capture polymer.  Flow of the 1 mL urine sample 

through primary the membrane resulted in DNA 

captured by the polymer in the at the membrane 

junction.  After a wash step through the primary 

membrane, an elution buffer was introduced to the 

secondary membrane causing the DNA to flow 

through the junction and into the elution region.  

Sample recovery was quantified with qPCR.  

Averages of N=3 are reported with error bars 

representing +/- one standard deviation.  Generally, 

as sample pH increased, recovery of target DNA 

decreased.    

 

These results were very promising, but still required multiple user steps: one to add the sample and a second, 
timed step to add the elution buffer.  With this in mind, the next generation of this device was designed to 
appropriately time the automatic release of the elution buffer to the secondary membrane. 
 
Automated processing of samples with the p-switch using a pinch valve 
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To enable device operation without user intervention, a timed release mechanism was added to the device to 
automatically deliver a secondary buffer after the waste pad was sufficiently saturated with sample fluid, 
Figure 5A.  This system was used to automatically concentrate DNA from 1-3.25 mL of buffer.  Overall, the 
fully automated device recovered ~40 % of the target DNA, Figure 5B.  For the 1 and 3.25 mL samples, the 
concentration factors ranged from 1.8-2.9 and 5.2-8.3, respectively (Equation 1 in the table).   

 

 

 

Figure 5.  Automating the p-switch for the large volume sample concentration.  A. Initially, the 



www.manaraa.com

elution buffer well is full, but the tubing connecting the well to the secondary network is pinched 

closed.  The sample (red) flows through the primary network into the waste pad. When the waste 

pad reaches a sufficient level of saturation, the activation leg wets a water-soluble paper, which 

dissolves causing the pinch on the elution tube to be released.  When the pinch is relieved, the 

elution buffer (blue) flows through the junction and fills the secondary network.  B. Results from a 

DNA purification and concentration experiment using the automated p-switch device.  Averages of 

N=6 are reported with error bars representing +/- standard error.  The highest percentage of 

purified DNA was recovered in the first two elution volumes (each ~ 60 µL).  The 1 mL samples were 

processed in 12-13 minutes while the 3.25 mL samples were processed in 32-33 minutes. 

 

 

 

Discussion 
The p-switch:  pressure-based system for controlling fluid flow in porous membranes 
Fluid flow through complex, multi-material networks is driven by material properties and pressure differentials 
at the junction of overlapping materials.  The negative fluid pressure a material’s wetting front is developed by 
the contact angle at the fluid/membrane/air interface and the pore structure. The fluid pressure at various 
levels of membrane saturation can be characterized and modelled dynamically using previously demonstrated 
methods (Buser et al 2016?).  Briefly, a water retention curve (WRC) is generated using a laboratory centrifuge 
(Fisher Scientific, Waltham, MA, USA), recording fluid recovery from a saturated membrane sample at 
increasing speeds. The fluid pressure at each rotational velocity is calculated (REF for how it’s calculated or 
many an example of this calculation in the supplemental?) and the saturated fraction of the membrane 
pressure is plotted as a function of fluid pressure (% Water Saturation v. Suction Pressure). 
This WRC data is fit using the Van Genuchten technique (REF), and parameters related to WRC data along with 
membrane permeability, measured using previously demonstrated techniques (REF), are used in a Richards 
equation model implemented in the COMSOL subsurface flow module (Burlington, MA, USA).  These 
measurements generate the data and models shown in Figure 1 with a single fluid source connected to a 
primary membrane in contact with a secondary membrane at a specified junction.  Due to the membrane 
properties and the pressure differential at this junction, there is unfavorable pressure to sufficiently wet the 
secondary membrane, therefore preventing flow while the primary fluid pathway is wetting. 
A second fluid source connected to the network at the secondary membrane, as shown in Figure 2C, will now 
cause the secondary membrane to become more saturated with fluid.  Higher saturation corresponds to a 
drop in the membrane suction pressure as described by the WRC.  The change in the secondary membrane’s 
pressure causes a more favorable differential at the junction allowing fluid to flow through the cross-section 
from the primary into the secondary membrane.  This ability to control flow direction and timed wetting of 
multi-material networks enables the automation of complex assays in paper microfluidic devices.
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Automated dilution in porous networks using the p-switch 

Serial dilution is one of the most commonly used laboratory techniques for a variety of molecular 

biology applications. The applications for serial dilution in a laboratory setting range from determining 

the binding kinetics of a binding interaction to sample preparation methods (Paegel et al., Nguyen et 

al.). Plastic microfluidic devices have been utilized for generating serial dilution series, however they 

require additional machinery to pump fluids throughout the entirety of the device (Kim et al., Paegel et 

al., Nguyen et al.). While paper based diagnostics enable the delivery of more complex chemistries at 

the point of care, they have not previously been utilized for on device serial dilution coupled with 

detection of an analyte. As paper microfluidics utilize capillary action as the primary force for fluid flow, 

it is possible to further simplify these designs and enable their use at the point of care. Integration of on 

device serial dilution into a paper microfluidic device has the potential to increase the capabilities of 

traditional lateral flow assays to techniques that require dilution steps. 

Here, we present proof of concept for on device dilution of both dye and streptavidin coated gold 

nanoparticles. By varying the area of each of the glass fiber sample legs in the diluter, it is possible to 

control the volume of a sample that is delivered across a test line, Figure 3. As compared to the 

anticipated signal, it was discovered that there are addition factors that affect the dilution ratio besides 

the area of the glass fiber transfer pad. The dilution ratio for each test leg was found to be further 

defined by the total area in the sample pad through which the source buffer runs. 

We anticipate that an automated dilution series can be integrated into a variety of devices that intend 

to complete complex chemistries required for laboratory based assays in an automated format.  

 

Sample concentration from mL-sized volumes using the p-switch 

As described previously, chitosan is a linear polysaccharide that electrostatically binds to DNA when the 

pH is below ~6.3-6.5, the pKa of the primary amine 223,226.  Above that pH, the amines are deprotonated 

and the electrostatic interaction is lost.  Previously, we demonstrated chitosan’s ability to capture and 

release DNA in porous membranes without any automation 140.  The work presented here demonstrates 

an automation of this assay using realistic patient samples. 

Unsurprisingly, urine samples with pH values below the amine pKa show high recovery of target DNA 

while samples with higher pH values, show reduced recovery.  The exception in this dataset is sample 10 

which had an appropriate pH for DNA capture by chitosan, but showed very low DNA recovery.  We 

hypothesize that sample 10 had reduced recovery due to an overloading of the chitosan with non-target 

nucleic acids that were present from the patient sample.  Patient 10 had 10x more non-target nucleic 

acids compared to the rest of the samples tested.  Based on previous work, this amount of non-target 

nucleic acid is above the capacity of the chitosan patterned in this membrane.  Table S1 shows 

characterization of each of the patient samples.  

The geometry of these devices was designed to decrease overall processing time.  One method for 

improving flow rate was driven by the geometry of the device waste pads.  Flow through the transverse 

section of a porous membrane can greatly increase sample processing time due to shorter distances for 

fluid to travel and increased surface area for volumetric uptake.  Darcy’s Law dictates that flow rate 

through porous media is inversely proportional to the length traveled by the fluid.  This is especially 

important for large volume samples.  To reduce the fluid’s path, geometry of a porous network can be 
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optimized by stacking the waste collection pads.  The assay runtime for the stacked waste pad geometry 

was compared to a device with a single, large waste pad.  For all sample volumes tested, the stacked 

waste pad configuration significantly reduced total flow time (Figure S1). 

 

Automated processing of samples with the p-switch using a pinch valve 

In the automated devices, the waste pad was in contact with a connecting arm made of a Fusion 5 

membrane.  The connecting arm contacted a water-soluble paper that restrained a plastic lever arm 

which was pinching closed tubing.  This tubing connected the elution buffer to the secondary 

membrane, as shown in Figure 5A.  

Once the waste pad was full, the connecting arm began to fill and wet the water-soluble paper which 

dissolved and released the lever arm and then the pinch on the tubing.  The open tubing then allowed 

elution buffer to flow into the secondary membrane, which is made of 8964 glass fiber.  Flow of elution 

buffer through the junction eluted DNA captured on the chitosan in the overlap junction.  The eluted 

DNA then flowed into the dry secondary membrane.  The purified and concentrated sample was 

quantified by qPCR to determine recovery of target DNA. 

The geometry of the automated p-switch device was optimized to improve elution of the DNA from the 

overlapping region.  First, the number of legs connecting the elution fluid to the overlap region was 

tested.  The first generation of devices had a single leg at the junction, but they resulted in a portion of 

target being eluted upstream or downstream in the primary membrane and therefore lost to waste.  To 

address this loss, two and three leg devices were tested.  The additional legs upstream and downstream 

of the main leg at the overlap design fluidically cut-off the flow of the main overlap toward waste.  After 

comparing these three geometries, the three leg device was selected for future tests, Figure S2A.  

Next, the amount of overlap between the primary and secondary membranes in the junction region was 

optimized to improve DNA elution.  In general, greater amounts of overlap lead to a more complete 

wash out of the overlap region, Figure S2B, which can improve both percent recovery and concentration 

factor of the DNA.  After the visualization tests, DNA purification and concentration was compared in 

these geometries using DNA spiked into 1 mL discarded human urine sample.  These results showed that 

the “top full, bottom partial” geometry resulted in the highest recovery of DNA and concentration 

factor, Figure S2C.  All further experiments were performed using the geometries selected from these 

optimization experiments. 

The optimized geometry p-switch devices were then tested with 1 and 4 mL inputs (the device that had 

the 4 mL input only processed 3.25 mL before the waste pad filled).  All samples were spiked with 

purified DNA.  Multiple elutions were collected from each device to build an elution profile and track 

when the DNA was eluting from the capture region.  With the optimized system, the majority of the 

DNA was recovered in the first two elutions.  This is an ideal elution profile because the purified sample 

could immediately low downstream into an assay (such as an amplification assay).  Each elution was ~ 

60 µL. 

Beyond the applications demonstrated in this work, the p-switch technology could be used for a 

multitude of other systems in order to automate multi-step assays.  This work provides a unique 

opportunity to integrate sample dilution, sample concentration, and/or controlled fluid flow.  Future 
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iterations will show fully integrated systems that enable automatic control of multi-step assays that 

would not otherwise be feasible with traditional lateral flow-based devices.  

Materials and Methods 

Reagent preparation 
All reagents were prepared with sterile molecular biology grade water (Fisher Scientific, Waltham, MA, 
USA).  Low molecular weight chitosan oligosaccharide lactate (average MW 5000), Tris Base, MES, 
Achromopeptidase (ACP, A3547), 200 proof Ethanol, and Erioglaucine were purchased from Sigma 
Aldrich (St. Louis, MO, USA).  Glycogen was purchased from Thermo Fisher Scientific (Grand Island, NY, 
USA).  A 2 mg/mL solution of Erioglaucine was prepared in sterile water.  A 20 U/µL solution of 
ACP was prepared in 10 mM Tris, pH 8.  The 50 mM MES DNA wash buffer were prepared in 
sterile water and the pH was adjusted to 5.  The 50 mM Tris DNA elution buffer was prepared in 
sterile water and the pH was adjusted to 9.  De-identified human urine samples were provided 
by the Global Health STI Laboratory at the University of Washington Harborview Medical Center 
in Seattle, WA, USA.  Urine sample pH and salinity was measured using a pH/conductivity meter 
(company info here).  40 nm InnovaCoat streptavidin gold conjugates were purchased from 
InnovaBiosciences (Cambridge, United Kingdom). Triethyl ammonium bicarbonate (TEAB) at 0.1 
M and the biotinylated probe were supplied by ELITech Molecular Diagnostics (Seattle, WA, USA 
not sure if this is correct – Caitlin). The biotinylated probe consisted of the following sequence: 
5’-TTTTTTTTTTTTTTTTTTTT-biotinTEG – 3’ (T20-biotin). These reagents were diluted to 75 µm of 
TEAB and 200 um of T20-biotin probe.  
 
Device patterning and construction  
All porous membranes and test card materials were cut using a CO2 laser (Universal Laser Systems, 
Scottsdale, AZ).  For the concentrator, Fusion 5 membranes (GE Healthcare Life Sciences, Niskayuna, NY) 
were patterned with chitosan and used as the primary network in the p-switches. The secondary 
network was comprised of 8964 glass fiber (Ahlstrom, Alpharetta, GA, USA).  Test cards were made with 
0.254 mm-thick Mylar backing with adhesive (10 mil AC Melinex, Fralock, Valencia, CA, USA) and 
cellulose wicking pads (CFSP223000 Millipore, Millipore, Billerica, MA, USA) for waste fluid uptake.  The 
Fusion 5 membrane was patterned with a 1 mg/mL solution of low molecular weight chitosan solution 
prepared in 50 mM MES at pH 5.  After patterning, the membranes were stored in a desiccator.  For the 
diluter, nitrocellulose membranes (HF135, EMD Millipore, Billerica, MA, USA)  were patterned with a 
T20-biotin probe at 200 µM in 75 µM TEAB using a piezoelectric printer (sciFLEXARRAYER S3, Scienion 
AG, Berlin, Germany). The solution was filtered using a 0.2-μm nylon membrane (VWR, Radnor, PA) at 
8000g for 5 minutes prior to spotting. Test lines were created by 20 spots spaced 250 μm apart, with 30 
droplets per spot. Each droplet was 450-500 pL. After spotting, membranes were UV treated for 8 
minutes with a UV transilluminator (UltraLUM Inc., Paramount, CA, USA) at wavelength 300-310 nm and 
stored under desiccation before use.  
 
Automated dilution using the p-switch 
The calibration curve was generated using known concentrations of streptavidin gold (InnovaCoat Gold 
– 40 nm streptavidin gold conjugate, InnovaBiosciences, Cambridge, United Kingdom). Dilutions 
between 0-0.25 OD in a final volume of 40 μL were tested to determine the dynamic range for the 
system. The automated diluter was tested by applying 750 μL of gold nanoparticles diluted to OD 0.0625 
in PBST+1%(w/v) BSA to the sample application portion of the fusion 5 pad. Once the entire membrane 
wet, the glass fiber base was placed into a well containing 3 μL of PBST and allowed to run until all 
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buffer was used. All images were immediately scanned at 600 dpi and quantitative values were analyzed 
using the normalized pixel intensity across the test line.  
 
Quantifying total Nucleic Acids in patient urine samples 
Nucleic acids were purified from 500 µL of discarded urine samples by first harvesting any intact cells via 
centrifugation at 13,000 x g for 3 minutes.  The supernatant was saved in a separate tube and cells were 
resuspended in an equal volume of 10 mM tris at pH 8.   
Cells were then treated with 10 µL of 20 U/µL ACP and incubated at room temperature for 2 minutes.  
Then, the suspension was heated to 95 oC for 5 minutes. 
Nucleic acids were purified from both the cell lysate and the supernatant by ethanol precipitation using 
1/10 volume of 3 M sodium acetate (pH 5.2), 2x volumes of cold 100% ethanol, and 1/100 volume of 20 
mg/mL glycogen.  The solutions were mixed by inversion 10-12 times followed by incubation at -20 oC 
for 15 minutes.  After incubation, the samples were centrifuged for 15 minutes at maximum speed: 
21,000.  The glycogen and nucleic acids formed a visible white pellet in the bottom of the tube.  The 
supernatant was removed and the pellet was washed with 1 mL of 70% ethanol.  The sample was mixed 
by inversion 10-12 times followed by centrifugation at maximum speed for 5 minutes.  The supernatant 
was removed and the pellet air-dried for 10 minutes at room temperature.  The pellet was then 
resuspended in 50 µL of sterile water with heating to 37 oC for 10 minutes.  The concentration of nucleic 
acids was quantified using a Nanodrop (ThermoFisher Scientific, Grand Island, NY, USA). 
 
qPCR for MRSA ldh-1 gene 
DNA recovery was quantified with a qPCR kit for the ldh-1 gene provided by the ELITechGroup 
(ELITechGroup Molecular Diagnostics, Bothell, WA, USA).  The 20 µL reactions were run on a Bio-Rad 
CFX real-time PCR instrument (Bio-Rad, Hercules, CA, USA) using the following protocol: 50°C hold for 2 
minutes, 93°C hold for 2 minutes, 45 cycles of 93°C for 10 seconds, 56°C for 30 seconds, and 72°C for 15 
seconds, ending with final elongation step at 72°C for 5 minutes.  Fluorescence data were collected 
during the 56°C annealing step in the Texas Red channel.  The qPCR results were analyzed using the 
automated threshold cycle (CT) value calculation in the Bio-Rad software (Bio-Rad, Hercules, CA, USA).  
This assay is sensitive down to ~101 copies of the target sequence.   
 
Automated processing of samples with the p-switch using a pinch valve 
Devices were built as shown in Figure 94 with Fusion 5 glass fiber as the primary membrane and 8964 
glass fiber as the secondary membrane.  The waste pad was made from cellulose and the membranes 
were held in place by the adhesive layer of the Mylar backing.   
The purification experiments were run as previously described 140, with the following changes.  For these 
tests, 10 µL of fragmented MRSA gDNA (~1x104 – 1x105 copies/µL) was diluted into 990-3990 µL of 
either buffer or discarded urine samples (Table S1) for a resulting concentration of ~1x102 – 1x103 
copies/mL.  The full volume was then flowed through the device followed by 250 µL of wash buffer (50 
mM MES, pH 5).  250 µL of the elution buffer (50 mM Tris, pH 9) was manually added to the secondary 
membrane.   
After the secondary membrane was fully wet, the chitosan and elution sections of the device were 
removed and fluid was recovered by centrifugation at 10,000 for 3 minutes.  The amount of target DNA 
in the fluid from each membrane region was quantified by qPCR, correcting for volume recovered from 
the section.   
 
Automating the p-switch through timed release of the secondary fluid source – the pinch valve 
The secondary fluid source can be activated automatically, causing elution of the nucleic acid though the 
secondary membrane.  For this purpose, a small leg of Fusion 5 membrane extends from underneath the 
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cellulose waste pads, which wets once the cellulose pads reach saturation. This leg of Fusion 5 is in 
contact with a section of water-soluble paper (MFG), which dissolves on contact with liquid. This paper 
is holding closed a pinched section of silicone tubing that prevents flow of the elution buffer.  When the 
water-soluble paper dissolves, the pinch is released, allowing fluid to flow through the previously 
blocked tubing and into the inlet of the secondary membrane, activating elution through the overlap 
junction of the p-switch. 
 
Fully integrated system for concentrating DNA from mL-sized samples 
Devices were built as shown in Figure 5A with Fusion 5 glass fiber as the primary membrane and 
Ahlstrom 8964 glass fiber as the secondary membrane.  The waste pad stack was made from cellulose 
and the membranes held in place by the adhesive layer of the Mylar backing.   
The fully automated purification experiments were run as described above with fragmented MRSA 
gDNA (~1x104 – 1x105 copies) was diluted into 5 mL of buffer for a resulting concentration of ~1x101 – 
1x102 copies/mL.  The full volume was added to the sample collection well and flowed through the 
device without a wash step.  After the flow of sample was complete, 750 µL of the elution buffer (50 
mM Tris, pH 9) was automatically released to wet the secondary membrane, as described above.   
After the secondary membrane was fully wet, fluid was recovered from the device by centrifugation at 
10,000 for 3 minutes.  Recovery of target DNA was quantified by qPCR, correcting for elution volume.   
 
Statistics 
All statistics were run using the open-source statistical package R (64 bit, version 3.0.2) 323. 
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Abstract. Biomarkers are objective indications of a medical state observed from outside the patient 

either, physically in vivo, or biochemically in vitro, that can be measured accurately and reproducibly.  

Selection of diagnostic biomarkers is an important stage in disease control efforts which often begin 
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with accurate disease identification. Traditional biomarkers rely on the detection of disease-specific 

nucleic acid or protein signatures or on distinct physiological signatures such as changes in blood 

pressure.  Currently, the field has expanded to include a multitude of other diagnostic targets including 

exosomes, hormones, carbohydrates, lipids, and various forms of proteins and nucleic acids (cell free 

DNA, mRNA, microRNA). 

This work provides an overview of biomarkers for diagnosis of both infectious and non-infection 

diseases. Focus was placed on markers that were amenable to analytical detection in diverse locations 

including both high and low resource settings. For non-communicable diseases, much of the literature 

supports the use of a panel of biomarkers rather than single targets to improve diagnostic accuracy.  

Additionally, this report details assessment criteria for successful diagnostic tests including sensitivity, 

specificity, time-to-result, ease-of- use, cost, and biomarker stability during storage.  The goal of this 

work is to serve as a set of guidelines to systematically identify appropriate biomarker(s) for diagnostics 

devices and assay developers. 

 
Keywords:  biomarker selection; diagnostic devices; test assessment criteria 
 

Introduction 

Diagnosis of disease relies on the identification of disease-specific indicator(s) which are known as 

biomarkers.   The Biomarker Definitions Working Group defines a biomarker as “a characteristic that is 

objectively measured and evaluated as an indicator of normal biological processes, pathogenic 

processes, or pharmacological responses to a therapeutic intervention” 324. The term “biomarker” 

encompasses multiple categories of disease indicators including disease-specific molecules, such as 

proteins and nucleic acids, as well as results from imaging technologies and physiological measurements 

such as blood pressure 325.  Additionally, these indicators must be both disease-specific and generally 

universal in a diseased population to be measured reliably and accurately across a wide range of 

patients 326.  Biomarkers are used for diagnosis of both infectious and non-infectious diseases. 

There are hundreds of cataloged biomarkers described in the literature and used in commercially 

available diagnostic products.  But even with the range of available information, biomarker selection still 

remains one of the most important and challenging aspects of developing diagnostic systems (or devices 

instead of systems?).  Test developers must assess how the choice of biomarker(s) will influence 

multiple aspects of a device including performance and accuracy.  Often, there is more than one 

potential biomarker for a disease and the effectiveness of these biomarkers can vary widely.  Selecting 

the right biomarker(s) can affect aspects of a final diagnostic test such as sensitivity and specificity.  

Additionally, biomarker selection may rely on availability, cost to produce, diseases prevalence, and 

even stage of disease detection (or time of diagnosis since disease onset).  All of these considerations 

depend on the setting in which the test will be used; a test used in a laboratory with trained technicians 

v. in the home by untrained users, or a test performed in a hospital with constant electricity v. at a 

health outpost with no electricity will all have varying design requirements.  Selecting a single or 

combination of targets can further complicate this choice.   

In this work, we describe a wide range of biomarkers used for disease diagnosis and explore why and 

how to select the right biomarker(s) for an application.  Using this information, we discuss the concept 
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of an idealized “universal biomarker”.  These guidelines should be used to systematically identify 

appropriate biomarker(s) for diagnostic devices. 

 

Categories of Biomarkers  

As defined by The Biomarker Definitions Working Group, the term “biomarker” includes a wide range of 

disease indicators.  In general, they can be grouped into two broad categories: Molecular Biomarkers 

and Non-invasive (or non-molecular??) Biomarkers.  These categories also include multiple sub-

classifications.   

 

Molecular Biomarkers 

Molecular biomarkers are biomolecules (proteins, nucleic acids, lipids, carbohydrates, small molecules, 

etc.) used to uniquely identify disease state or infection.  They are often used in clinical research, and 

while some have been well-tested and validated, others require additional research or verification to 

link to disease state 326.  The information below is not an exhaustive list detailing all molecular 

biomarkers, but rather, should serve as a review of many common and some emerging examples of 

molecular biomarkers.  These classes (categories?) of biomarkers are summarized in Table 1. 

 

Nucleic Acids:  Nucleic acids have been used as biomarkers for countless diseases due to their high 

degree of specificity.  Nucleic acids make up the unique genetic code of every organism; this 

characteristic allows nucleic acids to be used for highly accurate identification of disease.  Additionally, 

variations in nucleic acid sequences can also serve as a future disease indicator.  Within this category, 

there are two main types of nucleic acids: DNA and RNA.  Both DNA and RNA can be identified by similar 

methods including target-specific amplification (such as PCR), next generation sequencing (NGS), and 

microarrays.   

DNA is an extremely common molecule for disease identification and remains relatively stable over 

time.  Unique to DNA is the identification of single nucleotide polymorphisms (SNPs) – variations in one 

specific nucleotide that occur in > 1% of a population.  SNPs have been used to track disease progression 

in Hepatitis C infection and can indicate how patients will respond to different therapies 327.  Also unique 

to DNA are epigenetic modifications, such as methylation, which have been used to track treatment of 

disease (ref).  There are also sub-categories of DNA which include genomic DNA, cell free DNA, and DNA 

fragments.  Cell free transrenal DNA has been used as a biomarker for identifying proviral HIV, bacteria, 

parasites 328, and cancer 329.  A few major drawbacks to using DNA as a diagnostic biomarker are that it is 

often available in somewhat low abundance (only 1-2 genomic copies per cell), identification methods 

usually require highly purified samples, and it is not available for all diseases since some agents only 

have RNA.  

While it shares some characteristics and detection methods with DNA, RNA has additional unique 

functions.  Messenger RNA (mRNA) encodes all of the proteins in an organism and is often used to 

identify recessive genetic disorders 330.  MicroRNA (miRNA) is non-protein coding RNA that can regulate 

gene expression and has been used as a tumor 331 and infectious disease biomarker 332.  Unlike DNA, 

RNA can be present in very high concentrations during specific disease states and can be used to identify 

RNA-based organisms such as the Zika virus.  Additionally, RNA may be a useful biomarker for non-



www.manaraa.com

infectious diseases that can be identified through changes in miRNA and protein regulation or mRNA 

and protein expression levels (ref).  These expression levels, however, can be a potential drawback to 

using RNA as a diagnostic marker if a specific disease state results in reduced instead of upregulated 

RNA expression. 

 

 

Proteins:  Proteins, along with nucleic acids, are the most commonly used biomarkers in diagnostic tests 

due to their potentially high abundance and specificity.  Proteins are used for nearly every function in a 

cell.  They can be found free in solution or intracellularly.  When considering the use of solution proteins 

as diagnostic biomarkers, there are multiple design constraints that may influence biomarker selection 

including detection modality (labeled v. label-free detection), capture molecule option (antibodies, 

antigens, aptamers, affibodies, engineered protein fragments), and data analysis method, which often 

requires equipment or complex statistical algorithms that are not yet standardized 333.  There are 

multiple methods for identifying and categorizing proteins free in solution including ELISA, microarrays, 

and proteomics – the study of proteins and their functions 334.   

Proteins inside of in-tact cells can also be used as diagnostic biomarkers which are usually detected 

using immunohistochemistry (IHC) 335. Compared to other biomarkers, proteins in cells have not been 

readily used for diagnosis due to a few major limitations including the need for highly specific, and often 

costly, detection antibodies and expensive equipment for performing and analyzing IHC.  A potential 

challenge associated with using proteins – either in solution or in cells – as biomarkers is related to 

protein structure and function; if protein structure is disrupted, function can be lost which often 

prevents proper identification.   

Proteins have been used to identify both infectious and non-infectious diseases directly from samples 

such as serum or blood plasma.  The Human Plasma Proteome Project (PPP) has created a protein 

database from a comprehensive analysis of the entire protein component of human plasma and serum 

in normal and various disease states 336. Tumor-associated antigens (TAA) have also been used as a non-

invasive alternative to biopsy for diagnosis of lung, liver, breast, prostate, ovarian, and renal cancers 337.   

Additionally, proteins can be used individually or in groups to increase test specificity.  Although 

proteins are common in diagnostic applications, there are also some important drawbacks to consider 

when selecting them as biomarkers.  For instance, proteomics only provides a snap-shot in time of 

disease state, so it often requires comparison across multiple time-points which may lead to longer, 

more expensive, and more complex tests.  Additionally, potential cross-reactivity between similar 

proteins can lead to false-positive test results (ref?).  Multiple reviews of proteins used as diagnostic 

biomarkers have been previously published 338–340. 

 

Exosomes:   Exosomes are small membrane vesicles released from many cell types and have been 

identified in multiple body fluids including urine, blood, amniotic fluid, synovial fluid, breast milk, and 

saliva 341.  Methods for identifying/detecting exosomes include  Cons: concentration in body fluids?? 

Research has identified multiple characteristics of exosomes that makes them potentially useful 

biomarkers for disease. Exosomes have been found to express proteins that originated from a host cell, 
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contain mRNA and miRNA that could be used for disease profiling 342, and show increased release from 

tumor cells during the advanced disease stages 343.  Can be used for both infectious and NCDs?  

 

Lipids:  Lipids are fatty or waxy molecules that have multiple functions in cells including for cell signaling, 

energy storage, and structure of the cell membrane.  Metabolic profiling is a common lipid identification 

technique 344.  Others?  Pros/cons. 

Lipids have been used for both infectious and non-infectious disease detection, often by measuring a 

panel of lipids.  For example, changes in lipid metabolism can be used as a marker for prostate cancer 345 

and monitoring changes in lipid abnormalities has been linked to cardiovascular disease 346. Lipids have 

also been used as biomarkers for infectious diseases such as TB 347 and carcinoma caused by hepatitis B 

infection 348. 

 

Carbohydrates:  Carbohydrates or saccharides are commonly used for energy or structure in the body.  

These molecules are often further separated into three main subcategories of sugars, starches, and 

fibers.  Common methods of detection for saccharides are liquid chromatography/mass spectrometry 
349.  Pros/cons as biomolecules. 

The most well-known carbohydrate used as a disease biomarker is glucose, which is used to monitor 

diabetes. Beside glucose, other potential saccharides have been used as biomarkers for autoimmune 

diseases and rheumatoid arthritis 350. Carbohydrates have also been used as cancer biomarkers 351,352.  A 

recent review details the use of carbohydrates as diagnostic biomarkers for infectious disease, cancer, 

and cardiovascular disease (ref 42). 

 

Hormones:  Hormones are chemical messengers that can serve as diagnostic biomarkers. Hormone 

levels naturally fluctuate in the body, but irregular changes can arise from infection or as a response to 

disease treatment.  Methods to identify hormone levels include…  Hormones have been successfully 

used to track non-infectious diseases, but limited evidence is available to relate hormone levels to 

infectious agents.  Additionally, a potential drawback to using hormones as a biomarker is the need for 

somewhat quantitative detection instead of simple identification of their presence because hormones 

levels naturally vary in an individual. 

Hormone levels have been used to indicate how well a patient will respond to anti-hormone therapies 

for certain tumors. Breast tumor hormone receptor levels can indicate whether a patient will respond 

better to treatment with hormone modulators or chemotherapy 353. Additionally, identification of 

hormone levels, such as procalcitonin, have been used to identify whether the cause of a fever is from 

an infectious or non-infectious agent 354. 

 

Cells:  Analysis of a whole cell can serve as a useful diagnostic biomarker.  Most commonly, target cells 

are identified through flow cytometry for selective cell sorting or microscopy of a tissue or fluid sample.  

Using cells as diagnostic biomarkers can serve as direct identification of an active infection or disease 

state, whereas other molecular biomarkers, such as proteins, may remain after the disease has passed.  

There are some notable limitations, however.  Both flow cytometry and microscopy are often expensive 
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and require highly trained technicians to operate the necessary equipment; these requirements can 

limit usage to centralized laboratory settings. 

Some common infectious such as, tuberculosis and malaria, are often diagnosed through microscopic 

observation of sputum 355 or blood smear 356 samples, respectively.  Additionally, diseases caused by 

pathogens that also infect other animals, such as mosquitos, can be diagnosed by identifying the 

pathogen in the alternative host.  For identification of non-infectious diseases, research has focused on 

detecting circulating tumor cells for multiple types of cancer 357.   

 

Table 1:  Summary of major categories of molecular biomarkers for disease diagnosis. 

Biomarker Disease Type 
Common Detection 

Methods 
Potential Use Settings Example 

Noted 
Reference(s) 

DNA: gDNA 
Infectious, 
potentially 
NCDs 

Amplification 
Microarrays 
Next gen sequencing 

Amplification – high 
and low resource 
settings 
NGS – high resource 
settings 

SNP identification in Hep 
C patients can predict 
responses to therapy 

Rauch et al, 
2010 

327
 

 

Goulart et al, 
2010 

358
 

DNA: fragments 
and cell-free 

Infectious 
and NCDs 

Amplification 
Microarrays 
Next gen sequencing 

Amplification – high 
and low resource 
settings 
NGS – high resource 
settings 

Infectious: transrenal 
DNA in urine 
NCD: cancer detection 
from urine 

Umansky et al, 
2006  

328
 

 

Utting et al, 
2002   

RNA: mRNA 
Infectious 
and NCDs 

Amplification 
Microarrays 

High and low resource 
settings 

mRNA used for 
identifying recessive 
genetic disorders 

Sunde, 2010 
359

 
 

Sugiura et al, 
2015  

330
 

RNA: miRNA Infectious 
and NCDs 

Amplification 
Microarrays 

High and low resource 
settings 

Identification of parasitic 
infections 
Changes in concentration 
can serve as tumor 
marker 

Manzano- 
Roman et al, 
2012  

332
 

 

Zhou et al, 2015  
331

 

Proteins: in 
solution 

Infectious 
and NCDs 

Microarrays ELISA 
Mass spec 

High and low resource 
settings 

Proteomics for 10 
common infectious 
diseases 
Tumor Associated 
Antigens for diagnosis of 
cancer 

Ray et al, 2014  
338

 
 

Coronell et al, 
2012  

337
 

Proteins: in cell 
NCDs, maybe 
infectious Immunohistochemistry High resource settings 

Can identify activated 
gene mutations 

Swanson et al, 
2015  

335
 

Exosomes Infectious and 
NCDs 

Amplification 
Microarrays 
Next gen sequencing 

High and low resource 
settings 

Express proteins from 
original host cell; contain 
mRNA and miRNA for 
disease profiling; show 
increase release during 
advanced stages of tumor 
growth 

Taylor et al, 
2008  

343
 

 

Simpson et 
al, 2009  

341
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Lipids Infectious and 
NCDs 

Metabolic profiling High resource settings 

Changes in metabolism 
can indicate prostate 
cancer 
LAM lipid as TB biomarker 

Kelly et al, 
2016  

345
 

 
Sakamuri et 
al, 2014  

347
 

Carbohydrates Infectious and 
NCDs 

Liquid 
chromatography/mas
s spectrometry 

High and low resource 
settings 

Monitoring glucose levels 
for diabetes 
 

Diagnosis of 
rheumatoid arthritis 

Alavi et al, 
2008  

350
 

Hormones NCD, maybe 
infectious 

Competitive binding 
assays 
ELISA 

Mostly high, but some 
low resource 

Measuring hormone 
levels can indicate how 
breast cancer patients 
will respond 

Albain et al, 
2005   

Cells Infectious and 
NCDs 

Flow cytometry 
Microscopy 

Mostly high, but some 
low resource settings 
(microscopy) 

Identifying malaria 
parasites in blood smears 
CTC for cancer detection 

Betanzos- 
Reyes et al 
2007  

356
 

Nellore et 
al, 2015  

357
 

 

Physiological (Non-molecular?) Biomarkers 

There are also many well-defined physiological signatures that can serve as non-molecular disease 

biomarkers.  These signals can be used independently or in conjunction with molecular biomarkers to 

identify disease.  Physiological biomarkers can be broadly categorized as those that rely on imaging 

technologies and those that rely on bodily system measurements such as blood pressure.  For the 

purpose of this work, we will not consider physiological biomarkers that indicate non-disease states, 

such as broken bones. 

 

Non-molecular or Non-invasive (?) Biomarkers 

- Imaging techniques 

o Define:  

o Common usage/identification methods: 

o Pros: can be used for a variety of different disease types  

o Cons:  requires trained user, may require expensive equipment but there are some 

examples of relatively inexpensive equipment 

o Examples:  MobiSante portable ultrasound (http://www.mobisante.com/) 

- System measurements? (like blood pressure, breaths, or lung capacity?) 

o Define:  

o Common usage/identification methods: 

o Pros:  

o Cons: 

o Examples: 

- Others? 

- Summary table here (Table 2) 



www.manaraa.com

 

 

Assessing Biomarker Effectiveness 

There are a range of characteristics that determine effectiveness of a biomarker. Some characteristics 

are inherent to the disease (ex: concentration in a sample) and some depend on the measurement itself.  

The concentration of a biomarker in a sample can determine whether a biomarker will be useful.  For 

example, chlamydia infections often present in urine, but concentration levels can range from 101 – 106 

copies of chlamydia gDNA per mL of urine 103.  If a 100 µL sample was collected, the amount chlamydia 

gDNA would be too low to detect in many samples, therefore gDNA would not serve as a good 

biomarker for this case.  Biomarker concentration is also important to consider when diagnosing tumors 

using CTCs.  In many cases, these cells are found in very low concentrations (look one up) so they would 

require larger volumes of sample for accurate diagnosis (ref).  Sample volumes that match with 

expected biomarker concentrations need to be collected in order to properly evaluate a diagnostic test 
360. 

Biomarker concentration is also closely linked to disease progression.  Ideally, effective biomarkers 

would have a long half-life and concentrations that are proportional to disease severity 331.  For 

example, viral RNA and an HIV specific protein – p24 antigen – can be used as HIV biomarkers.  

Immediately after infection during onset of disease (10-30 days), the concentrations of both HIV RNA 

and p24 antigen are relatively high and therefore easy to detect.  After this initial state, HIV RNA 

remains abundant while the p24 antigen concentration is significantly decreased making it difficult to 

detect.  Therefore, the p24 antigen would only be an effective biomarker during relatively early disease 

onset, whereas viral RNA is more stable over the course of the disease 361.  Knowing the detection 

window can help identify useful biomarkers during different stages of disease progression. 

A few additional considerations related to biomarker effectiveness are sample type that contains 

the biomarker (tissue v. fluid 331), stability of the biomarker, and presence of potential interferents or 

contaminants that may inhibit the biomarker detection assay.  Stability may be important because 

some settings require transportation of samples prior to testing.  For example, laboratory-based 

diagnostic systems often collect and store blood samples in a remote setting and then transport 

those samples back to a centralized lab. For these systems, effective biomarkers must store and travel 

well. 

A vital characteristic for any biomarker is its specificity in determining disease state. For example, C- 

reactive protein does not serve as a very specific biomarker because it is often part of the general 

acute reaction phase when a patient has a fever 354.  Its ubiquitous presence related to multiple 

potential diseases makes C-reactive protein a poor individual biomarker. It may, however, still have 

utility as a part of a larger panel for disease detection. 

Another important quality of an effective biomarker is robustness to variations in real-life use cases 
362 such as differing patient demographics and slight variations in sample acquisition and sample 

handling prior to testing.  For example, studies have shown that levels of malaria-specific IgG 

subclasses vary significantly among different genetic populations (Ref 16 from report 63).  Ideally, an 

effective biomarker would also be able to identify asymptomatic and early disease states which would, 

in turn, decrease the timing between disease onset and treatment. For example, one study found that 
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over 80% of chlamydia infections in women are asymptomatic, and left untreated chlamydia can cause 

pelvic inflammatory disease and even infertility 111.  Some conditions also have latent stages, such as 

tuberculosis, where a person is carrying the disease and not currently able to transmit (?), but may 

become sick in the future or serve as a vector.  Biomarkers that could effectively diagnosis of 

asymptomatic or latent disease would help reduce adverse outcomes and disease transmission. 

 

Table of important questions?   Table 3 

 

Additional Factors to Consider when Selecting a Biomarker for a Diagnostic Assays (Test) 

When evaluating diagnostic test performance, one of the first factors to consider is the intended end-

user. Different users and settings require different test characteristics.  Multiple reviews have been 

published that detail challenges related to biomarker identification and selection for specific settings 

and disease types 358,363,364.  There are also reviews that discuss biomarker selection for NCDs such as 

cancer 365, autoimmune diseases, and rheumatology 366.  

Ease-of-use for the end user includes ease of sample collection, the number of user steps, whether steps 

require non-automated timing, and how tests results are meant to be interpreted.  Most infections can 

be diagnosed from multiple sample types and sampling conditions.  For example, many sexually 

transmitted infections can be sampled from urine or swabs.  For most users, urine sample collection is 

straight-forward while swab collection can be complex or potentially painful 99. Additionally, some NCDs 

require solid samples, such as a tissue biopsy, which would not be an appropriate sample for non-

trained users to collect. 

Other vital test performance characteristics relate to a test’s including sensitivity, specificity, positive 

predictive value, and negative predictive value.  An ideal assay would have 100% sensitivity and 

specificity, but in reality, trade-offs in performance exist in order to maximize test efficacy while 

minimizing cost 364.  For example, a diagnostic test may require high specificity if the available treatment 

is challenging to administer, costly, and considerably harsh on the patient, but the condition itself has 

low transmissibility.  Cancer diagnostics would strive for a high specificity to avoid false positives and 

harsh chemotherapy treatment for patients.  On the other hand, diagnosis of diseases that are highly 

infectious may prefer biomarkers with high sensitivity to avoid false negatives and prevent further 

disease spread.  Ebola is a highly infectious disease, so a corresponding diagnostic test would want high 

sensitivity to ensure infected patients are treated and quarantined to avoid transmission. 

Balancing test costs, accuracy, and usage are also related to disease prevalence among different 

affected populations. For example, research has shown that different populations develop lower titers 

of specific antibodies against the same infection 358; this more systematic understand of disease 

presentation should be considered when selecting a biomarker.  Additional criterial for evaluating a 

diagnostic test include test stability over time and at relevant ambient storage temperatures, test failure 

rate, test run time, ability to scale test manufacturing, supply chain for necessary assay reagents, and 

regulatory strategies for fully developed tests 362,367 Thompson et al.   
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Figure 1.  Guidelines for assessing biomarker effectiveness for diagnostics assays (tests?).  Using these guidelines requires 

detailed knowledge about the entire setting surrounding this test including end-user, user setting, and clinical 

concentrations of selected biomarkers.   (This is not the prettiest figure, but I think it’s a good starting place.) 

 

Use the flowchart for an example or two: 

1.  Infectious disease: HIV RNA v. p24 antigen or volume of urine for CT gDNA assay? 

1.1 A p24-based HIV test from blood for low resource settings with a trained user in a health 

clinic (ref from literature) 

- Who’s using the test?    trained user in health clinic 

- Range of biomarker concentrations (look this up, ref) 

o Compare finger-stick and venipuncture samples 

o Must be used during early infection (10-30 days post infection) 

- What is the setting where the test/assay will be performed  low resource setting 

- Is the biomarker appropriately accurate?   Yes, p24 is specific to HIV 

- Is the biomarker assay cost effective for this setting?   yes, LFT 

- Conclusion:  It’s a good biomarker! 

1.2 A home-based dengue immunoassay from blood 

- Who’s using the test?   untrained user in the home 

- Is the sample easy to collect?   finger stick of blood, yes 

- Range of biomarker concentrations (look this up, ref) 

o Very low concentrations if only using a finger stick  (~10-50 µL); would be better 

to collect venipuncture for 100s µL to fall within clinical/detectable range 

- Is it reasonable for an untrained user to collect this volume?   No 

- Conclusion:  Select a different biomarker or sample 

 

2. NCD example:  CTC, biopsy sample? 
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Bernhard Suggestion for Figure:  Yes, this is a great idea. Also, a 2D graph with biomarkers listed on a 
chart sensitivity vs. specificity, with size or color possibly representing additional variables (one of cost, 
POC vs lab, invasiveness, etc.)  (Figure 2) 
 

 

Conclusions 

- Includes discussion of “universal” biomarker? 

o Nope!  At least it doesn’t seem like it, but panels may work very well for multiple diseases 

- Discussion of multiplexing diseases and current examples (most seem to be designed for HRS or with 

complex equipment, but still potentially useful) 

 

Unfortunately, there are few, if any, ideal biomarkers for diagnostic testing because there are always 

trade-offs that must be made based on performance, cost, and usability 360.  It is also important to 

consider how a test will be used.  For example, a different biomarker may be useful for a diagnosis v. 

monitoring a therapeutic treatment. The latter is referred to as a companion diagnostic which is often 

developed with a treatment regimen 325,365.  Similar trade-offs must be made when a diagnostic is 

designed for individual v. community health surveillance.  For individual diagnostics, slightly more 

effective and more expensive biomarkers may be appropriate, while in a community health setting, 

slightly less effective biomarkers that are significantly less expensive may be more acceptable.  For 

example, the FDA-approved OraQuick Test for at-home HIV testing has lower sensitivity and specificity 

than many laboratory-based tests, but it’s inexpensive nature and potential to expand the number of 

people tested make it a useful public health intervention (FDA ref here). 

Biomarkers for diagnostic tests can also be used to recommendation drug selection or dosage levels 

based on individual metabolism or susceptibilities 368.  Further, biomarkers may predict the course of a 

disease including recurrence and aggressiveness 365.  Test use-cases may require biomarkers with 

different characteristics including how levels change over time or the ratio between different markers.  

For many diseases, especially NCDs which often have complex, multi-faceted treatment programs, the 

choice of a “dynamic” biomarker, one that changes in response to successful intervention, with a 

distinct molecular signature may be desirable over tests with yes/no results 360. 

A few final considerations relate to the infrastructure supporting a selected biomarker.  For example, 

different biomarkers require different levels of equipment and analysis methods which are not 

compatible with all use scenarios.  Microarrays can be powerful tools for biomarker identification and 

disease diagnosis, but they often require expensive equipment and complex statistical analysis which 

may be inappropriate for settings outside of clinical laboratories 333.  Additionally, there are concerns 

with “time-to-impact” of new v. previously established biomarkers which require varying amounts of 

validation and verification 360.  While discovery of new biomarkers can result in greatly improved 

sensitivity and specificity, it can also be very costly and time consuming to navigate both the research 

and regulatory requirements. 
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5. Rapid, point-of-care screen test for gestational diabetes: assessing need through stakeholder 

surveys, with emphasis on Brazil and China (manuscript submitted to The Journal of Maternal-

Fetal and Neonatal Medicine)   in collaboration with the PATH gestational diabetes team 

 

Samantha A. Byrnes1*, Greg Zwisler2, Yonggang He3, Dunia Faulx2, Bernhard H. Weigl2,4 

Purpose: Current practices and barriers for gestational diabetes mellitus (GDM) screening 
in lower-resource settings are not fully understood.  Many practices suggest the need for 
an alternative test to replace or augment the oral glucose tolerance test (OGTT).   
Materials and Methods: A series of qualitative interviews and free-form questionnaires 
were conducted with GDM stakeholders to identify current practices and barriers.  Most 
participants were from Brazil or China.   
Results: A total of 36 requests were made and 12 surveys were completed for a response 
rate of 33%.  The primary barriers cited were cost, results not ready during a patient’s visit, 
need for multiple samples, and need for fasting prior to testing. Respondents from Brazil 
and China advocated reducing use of the OGTT by 20–55%.  Brazilian respondents also 
noted deviations from their current guidelines.   
Conclusions: PATH and other groups are developing new low-cost, non-fasting, point-of-
care GDM screening tests for use primarily in low-resource settings. These surveys 
identified specific assay characteristics vital for any new test. The results can guide 
development of technical performance goals for GDM tests to address current barriers and 
increase access to screening. 

Keywords: GDM screening; diagnosis; point-of-care; stakeholder surveys; guidelines 

Introduction 
Gestational diabetes mellitus (GDM) is defined as the onset of hyperglycaemia during pregnancy. 
Without treatment, it can lead to life-threatening complications during pregnancy and birth369. Studies 
have linked GDM to significantly increased risks of type 2 diabetes for mother and child370. The 
International Diabetes Federation reported that more than 50% of mothers with GDM develop type 2 
diabetes within 10 years after delivery. Studies also show the global rise in GDM prevalence is 
proportional to the rise in type 2 diabetes and obesity371. 
GDM is also extremely costly.  In the United States from 2007-2012, costs associated with GDM 
increased from ~$636 million to more than $1 billion372.  As GDM prevalence grows, so will the 
economic burden, especially in low-resource settings (LRS) where prevalence ranges from 10% to 
20%373.  Prevalence rates depend on the availability of effective screening tests, especially in LRS.  
Although multiple GDM tests are available, the most common is the oral glucose tolerance test 
(OGTT)374. The OGTT uses a 50-g, 75-g, or 100-g glucose drink followed by a blood draw every hour for 
up to three hours374. Other, less common, GDM tests include the oral glucose challenge375 and fasting 
glucose (FG) tests376. To decrease the cost of screening, some national guidelines combine the FG test 
with a risk factor assessment377.  
There are three primary sets of GDM diagnosis guidelines. The 2006 World Health Organization378 and 
the International Association of Diabetes and Pregnancy Study Groups379 recommend universal 
screening with a 2-hour, 75-g OGTT.  Some countries follow the 2014 American Diabetes Association 
guidelines which recommend a two-step procedure for diagnosis to reduce the number of high-cost 
OGTTs 380. Table S1 outlines the diagnostic criteria endorsed by these groups.  Studies have compared 
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the efficacy and costs of various tests and found mixed results381–384.  The 75-g OGTT is often the most 
predictive, but can be costly when used for all pregnant women.   
Recently, researchers have identified new GDM biomarkers. DiabetOmics has published data using a 
multi-analyte panel to diagnose GDM385. SmartSensor has developed an at-home electronic OGTT386.  
PATH is currently developing a lateral flow test that uses a finger stick of blood to screen for GDM. This 
test is inexpensive, rapid, and does not require a laboratory for analysis387. 
To better understand usage scenarios and potential impact of any new GDM test, we surveyed GDM 
stakeholders. Jiwani et al. published a large-scale, survey-based study to assess GDM prevalence and 
practices across 47 countries388.  The work presented here adds to existing data by probing deeper into 
the GDM guidelines and practices of two countries – Brazil and China – which represent potential early-
adopter markets for new GDM screening tests.  Further, results from these surveys will help guide 
technical performance goals for GDM tests to address current barriers and increase access to screening. 
 
Materials and Methods 
Stakeholder selection 
Survey participants were selected through referrals from PATH staff and in-country experts or through 
international diabetes and GDM networks. Respondents were contacted via email and given the option 
of completing the survey through an in-depth, semi-structured, in-person interview (China only, 
conducted in Mandarin Chinese by Yonggang He), Skype, or using Microsoft Word, conducted in English.  
When respondents agreed to participate, they were informed that their response was part of a research 
project and that consent was implied by participation.  Approval by an institutional review board (IRB) 
was waived after review by PATH’s Research Determination Committee (RDC; Ref: PATH RDC–0699), see 
Appendix A7 for the full report.    
 

Survey design 
Five qualitative, free-form-answer survey instruments were developed to gather information from 
stakeholders. Development of the survey questions drew on PATH’s institutional expertise with 
diagnostics for LRS364.  While a formal round of pretesting was not conducted, some minor adjustments 
were made after the first interviews.  Survey focus was to identify key features and technical 
performance goals for new GDM tests and to learn about guidelines verses actual practices for GDM 
screening, diagnosis, and treatment in Brazil and China. Four surveys were designed for specific groups: 
diabetes experts, GDM researchers, maternal and child health (MCH) experts, and frontline healthcare 
workers (such as nurses) who are involved in GDM care and management. A fifth survey was designed 
for global GDM experts (see Appendices A2-A6 for surveys). 
 
Data collection 
Each survey contained questions from several research themes, including policy and guidelines 
surrounding GDM and antenatal care, current implementation of GDM screening/diagnosis, potential 
barriers to screening/diagnosis, and other available technologies. Participants were asked to rate each 
barrier as “high, medium, or low”.  
MCH, GDM, and diabetes experts were also asked to recommend minimum performance thresholds for 
new tests. Questions focused on test performance metrics such as sensitivity and specificity, as well as 
test implementation in high- or low-resource settings. 
 
Data analysis 
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Upon completion, responses were compiled into MS Excel for review and analysis.  Barrier rankings 
were counted and recommended performance thresholds were tabulated and compared. Sample size 
was not pre-selected prior to the study, see Limitations for further discussion.  

Results 
A total of 36 survey requests were made and 12 completed surveys were received for a response rate of 
33%.  The majority of requests were unanswered; 4 respondents declined due to lack of time or interest, 
5 declined and provided other recommendations, and 2 agreed to participate, but never returned 
surveys.  Four respondents were from Brazil, five were from China, and three were global experts from 
the United Arab Emirates, India, and Pakistan. Table S2 shows a complete list of respondents, who gave 
their permission to be identified. Surveys were completed between May 2014 and March 2015. Using 
the information gathered from the surveys along with published literature, we compared in-country 
practices with GDM screening and treatment guidelines.   
 
Policy, guidelines, and current implementation of GDM screening and diagnosis 
Brazil 
Brazilian GDM guidelines call for universal screening of pregnant women at 24 to 28 weeks of gestation 
using a combination of a FG test and risk-factor analysis. All respondents in Brazil stated that GDM is not 
currently identified as a high priority in their country, and that costs and lack of access to health services 
are major concerns in low-resource regions.  After each test, samples are sent to a lab for analysis, and 
patients must return at a later date to receive results.  According to survey responses, 90% to 100% of 
women return for their follow-up appointments.  
Two participants from Brazil mentioned deviations from national guidelines.  These deviations were 
from repeat testing for both the FG screening test and diagnosis with the OGTT due to unreliable patient 
fasting.  Figure S1 summarizes Brazil’s current guidelines and in-country practices. 
 
China 
Chinese GDM guidelines call for diagnosis using a 3-hour, 75-g OGTT for women in high-resource 
regions; these settings tend to be in larger cities. Low-resource regions are often more rural with limited 
access to larger hospitals. Women in low-resource regions undergo universal screening using a fasting 
plasma glucose test at 24 to 28 weeks of gestation.  After each test, samples are sent to a lab for 
analysis, and patients must return at a later date to receive results. None of the respondents from China 
indicated how many women returned for their follow-up visits.  
Chinese respondents stated that GDM should be a high priority in their country and mentioned cost and 
lack of access to health services in low-resource regions as major concerns.  China’s health care system 
is unique because diabetes-related care is organized separately from other routine antenatal care.  
Additionally, Chinese guidelines indicate separate GDM screening and diagnosis paradigms for high- and 
low-resource settings.  Figure S2A summarizes China’s current guidelines for low-resource regions and 
Figure S2B for high-resource regions.   
 
Global 
All three global experts agreed that GDM should be a high public health priority, and two of the three 
countries represented have nationally published guidelines 389,390.  All three respondents indicated that 
de facto deviations in practice occur throughout their countries based on available resources and 
capabilities of health workers. These deviations occur most often in lower-resource regions. 
Respondents also noted that incomplete fasting prior to testing was rare.  Two of three noted that loss 
to follow-up for receiving test results was an important concern with respect to GDM care. 
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Barriers to GDM screening and diagnosis 
Twelve respondents answered questions about barriers to GDM screening and diagnosis, and 11 
identified “results not ready during the patient’s visit” as a major barrier.  Overall, there was mixed 
reaction about “glucose drink required” as an important barrier. 

In Brazil, all participants identified both “laboratory required” and “venous blood required” as major 
obstacles.  “Fasting required” and “multiple samples required” were also concerns, but of secondary 
importance.  In China, all respondents noted that “multiple samples required” was a challenging barrier, 
but indicated that requirements for a laboratory, fasting, or use of venous blood were less important. 
Table 1 provides the full list of identified barriers and responses.   
 

Table 1. Summary of GDM screening and diagnosis barriers based on survey responses, separated 
by location.  The barriers highlighted in red were deemed the most important for each setting.  
*One global interviewee did not respond to these questions. 

Barrier 
Glucose drink 

required 
Fasting 

required 
Laboratory 

required 
Multiple samples 

required 
Venous blood 

required 
Results not read at 

patient’s visit 

Brazil 
High (1/4) High (2/4) High (4/4) High (1/4) High (4/4) High (4/4) 
Med (3/4) Med (2/4) Med (0/4) Med (2/4) Med (0/4) Med (0/4) 
Low (0/4) Low (0/4) Low (0/4) Low (1/4) Low (0/4) Low (0/4) 

China 
High (2/6) High (0/6) High (1/6) High (6/6) High (1/6) High (3/6) 
Med (3/6) Med (2/6) Med (1/6) Med (0/6) Med (4/6) Med (3/6) 
Low (1/6) Low (4/6) Low (4/6) Low (0/6) Low (1/6) Low (0/6) 

Global* 
High (1/2) High (1/2) High (0/2) High (1/2) High (0/2) High (1/2) 
Med (0/2) Med (1/2) Med (0/2) Med (1/2) Med (1/2) Med (0/2) 
Low (1/2) Low (0/2) Low (2/2) Low (0/2) Low (1/2) Low (1/2) 

 High (4/12) High (3/12) High (5/12) High (8/12) High (5/12) High (8/12) 

Total Med (6/12) Med (5/12) Med (1/12) Med (3/12) Med (5/12) Med (3/12) 

 Low (2/12) Low (4/12) Low (6/12) Low (1/12) Low (2/12) Low (1/12) 

 
Implications for GDM screening test design 
All respondents suggested that new GDM screening tests should have high sensitivity and specificity 
(>80%) and should reduce usage of the OGTT by at least 20%.  Brazilian respondents noted identical 
needs for high- and low-resource regions, Chinese participants focused on potential new tests suitable 
for low-resource regions.  Two global respondents indicated a need for differences in testing between 
high- and low-resource regions.  These results are summarized in Table 2. 
 

Table 2.  Summary of minimum performance thresholds for GDM tests from survey respondents.   

Metric 
Sensitivity 

(%) 

Specificity   

(%) 

True to false  

positive ratio* 

Reduction in 

required OGTT** 

(%) 

Use in high v. low 

settings 

Brazil 80-90% 70-90% 

5:1 if treatment is 

nutritional 

counselling 30-55% reduction 

Identical needs for 

high v. low 

resource settings 4-10:1 if treatment  

is oral drugs 

China 70-90% 80-90% 

Does not support 

nutritional 

counselling 20-50% reduction 
Only for low 

resource settings 
8-10:1 if treatment  

is oral drugs 

Global 80% 80-90% 
20:1 if treatment  

is oral drugs 
50-80% reduction 

Split –depends on 

country  
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Discussion 
Our country-specific findings on GDM practices and barriers to screening revealed important common 
concerns as well as location-specific needs influenced by availability of resources. Brazil and China were 
selected for this study because they represent two distinct points along the GDM screening and 
diagnosis spectrum. Each country has well-defined guidelines and are potential early-adopter markets 
for new GDM tests.   
 
Policy, guidelines, and current implementation of GDM screening and diagnosis 
Brazil 
GDM prevalence in Brazil increased from 5.5%–7.6% between 1998 and 2012391. Because of increasing 
prevalence and costs associated with performing OGTTs, the government enacted a universal screening 
mechanism. This practice has helped reduce adverse GDM-related outcomes and associated medical 
costs392.   
Brazilian stakeholders identified multiple barriers associated with GDM screening including the inability 
to have results ready during a patient’s initial visit and the need for a laboratory. Respondents also 
voiced concerns about problems with fasting that can lead to test repeats and increased costs and time 
burden for patients and care providers.  
Many barriers could be overcome with the introduction and widespread use of a new point-of-care 
(POC) screening test. Figure 1A shows how a POC GDM screening test could be integrated into the 
current workflow in Brazil. 
Compared to the current situation (see Figure S1A), the scenario shown in Figure 1A is more simple and 
direct.  Patients would receive a screening decision at their initial visit. In many LRS, loss to follow-up is a 
major roadblock in medical care. A study in Canada reported at least 50% loss to follow-up for a type 2 
diabetes intervention among women previously diagnosed with GDM393, and loss to follow-up will likely 
be worse in developing countries. A new rapid, POC screening test would eliminate the need to follow-
up for results.  Additionally, the proposed test is inexpensive and does not require fasting. In the 
Brazilian context, this could reduce or even eliminate current deviations from national guidelines with 
regard to retesting.  
 
China 
In China, GDM prevalence increased from 2.4%–6.8% between 1999 and 2008394,395.  With increasing 
prevalence and high health disparities, the Chinese government has developed different guidelines for 
high v. low-resource settings.  Studies within the Chinese population have shown that this two-tiered 
approach reduced adverse pregnancy outcomes related to GDM and OGTTs usage by 50%396. 
In China, the two main barriers to GDM screening were the inability to get results during a patient’s visit 
and the need for multiple samples. Both of these barriers relate to potentially high costs and time 
commitments.  Figure 1B shows how a new POC screening test could be integrated into the current 
workflow in China. 
Compared to the current situation (see Figure S1B), the scenario shown in Figure 2B for low-resource 
regions in China is more simple and direct. Patients would receive a screening decision at their first visit.  
Also, a new rapid, POC screening test could greatly reduce the current costs associated with GDM 
screening and eliminate the need for laboratory-based analysis.  In low-resource regions where costs 
can heavily influence decisions, less expensive alternatives help increase health care utilization 397. 
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Figure 1. Potential workflow for GDM screening and diagnosis with a new POC screening test that 
provides results during a patient’s initial visit and does not require fasting or a laboratory for analysis. 
The solid blue boxes and connections represent current national guidelines, and the green boxes and 
connections are noted differences from the current in-country situation using a new POC test.  POCT = 
point-of-care test; OGTT=oral glucose tolerance test.  A. Brazil, and B. China. 
 

Global 
Our global respondents broaden the scope of this study by providing context for GDM screening outside 
of Brazil and China. Many countries do not have GDM screening guidelines 388, but the availability of an 
accurate, inexpensive, and rapid test could help motivate their introduction. Countries without 
guidelines still perform GDM screening, but the processes vary greatly.  One respondent noted: 
“Guidelines are followed on an ‘ad hoc’ basis irrespective of resources. Generally, the decision makers 
are the heads of departments of Obstetrics and Gynaecology of the hospital, and they are biased by 
their country of training and own understanding of the literature.”  Another participant said: “Every 
rural setting in the world is different with a different set of problems. It is hard to generalize. One has to 
improvise as one goes along: it depends on local resources.”  This insight shows that current limitations 
to policy are difficult to tackle, and any new technology needs to directly address resource limitations 
and implementation challenges.   
 
Barriers to GDM screening and diagnosis 
Overall, responses from Brazil noted more barriers than those from China.  All respondents indicated 
that “results not ready during a patient’s visit” was the most prominent barrier. This finding may result 
from a desire to immediately begin treatment if GDM is diagnosed and to reduce loss to follow-up.  
When asked about different screening and diagnosis workflows in high- vs. low-resource regions, all 
respondents answered based on the current situation in their country.  Respondents from Brazil 
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supported a universal GDM screening and diagnosis pathway, whereas those from China supported 
separate guidelines for different resource settings.  The global respondents were split on the question. 
Both Brazilian and Chinese respondents advocated for a new test that would result in a reduction in 
OGTT usage of up to 50% to reduce costs.  The global respondents recommended 50% to 80% reduction 
in OGTT usage.   
 
Implications for GDM screening test design 
One respondent noted that “The yardstick for comparison is the 50-g glucose challenge test; its 
sensitivity is 80%, and specificity is 80%”.  Knowing the right comparisons and meaningful performance 
goals can set minimum clinical benchmarks for new tests.   
The responses also illuminated the complexity behind these numbers. For example, many respondents 
mentioned different true-to-false positive ratios for different treatments (oral drugs vs. nutritional 
counselling).  Chinese respondents did not advocate for nutritional counselling in low-resource regions 
due to a lack of trained nutritionists. In Brazil, by contrast, respondents advocated for nutritional 
changes, as well as exercise therapy, before prescribing oral medications to lower blood glucose.  These 
data further indicate that GDM is not amenable to a one-size-fits-all solution and tools must be tailored 
a target population.   
Survey results also guide technical performance goals for the development of new GDM tests to address 
barriers and improve accessibility. For example, tests being developed by both DiabetOmics and 
SmartSensor may not be suitable for these settings.  In China, the SmartSensor test might be challenging 
to implement because it requires multiple user samples.  In Brazil, the DiabetOmics test may not be the 
best option because a laboratory is needed to analyse the multi-analyte panel. By contrast, a test being 
developed by PATH offers a truly POC system for low-resource settings that addresses all of the barriers 
mentioned by the survey respondents. 
 
Limitations 
This study presents important information about actual practices and barriers to GDM screening and 
diagnosis in Brazil and China, but there are a few noted limitations.  The first relates to the limited 
sample size.  We conducted a series of 12 interviews, four from Brazil, five from China, and three from 
global experts.  The response rate is equal or larger than other similar studies388, and our study also 
provides more in-depth and detailed knowledge than previous reports. 
The responses from these surveys are not meant to represent the entire, complex system in either 
country, but instead provide insight into common themes surrounding practices and barriers.  An 
additional limitation is the unknown accuracy of the quantitative measures such as required sensitivity 
and specificity of a POC GDM screening test.  To confirm the usefulness of any test, validation with real 
samples must be performed. 
 
Conclusions 

PATH and other groups are in the advanced stages of developing new low-cost, non-fasting, POC GDM 

tests for use primarily in low-resource settings. Our stakeholder surveys identified specific assay 

characteristics vital for any new GDM test. In addition, the findings provide insight into the current state 

of screening and diagnosis in Brazil and China, which are potential early-adopter markets.  Although 

there is variation in health care needs between different settings, a rapid GDM test that provides results 

during a patient’s initial visit is widely desired.   
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6. A rapid, instrument-free, sample-to-result nucleic acid amplification test (Lafleur et al. LOC, 2016) 
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Peter Kauffman,a Xiaohong H Zhang,a Enos C Kline,a Joshua R Buser,a Sujatha Kumar,a Samantha A 
Byrnes,a Nicolaas MJ Vermeulen,b Noah K Scarr,b Yevgeniy Belousov,b Walt Mahoney,b Bhushan J 
Toley,a Paula D Ladd,a Barry R Lutza and Paul Yagera 

The prototype demonstrated here is the first fully integrated sample-to-result diagnostic platform for 

performing nucleic acid amplification tests that requires no permanent instrument or manual sample 

processing. The multiplexable autonomous disposable nucleic acid amplification test (MAD NAAT) is 

based on two-dimensional paper networks, which enable sensitive chemical detection normally 

reserved for laboratories to be carried out anywhere by untrained users. All reagents are stored dry in 

the disposable, and are rehydrated by stored buffer. The paper network is physically multiplexed to 

allow independent isothermal amplification of multiple targets; each amplification reaction is also 

chemically multiplexed with an internal amplification control. Total test time is less than one hour. The 

MAD NAAT prototype was used to characterize a set of human nasal swab specimens pre-screened for 

methicillin-resistant Staphylococcus aureus (MRSA) bacteria. With qPCR as the quantitative reference 

method, the lowest input copy number in the range where the MAD NAAT prototype consistently 

detected MRSA in these specimens was ~5×103 genomic copies (~600 genomic copies per biplexed 

amplification reaction). 

 

Introduction 

The Yager laboratory and partners have engaged in multiple efforts to demonstrate that pathogen 

diagnosis can be moved out of centralized laboratories and into homes, primary care sites, and 

pharmacy clinics where the patients are actually located, both in the developed and the developing 

world. These efforts aim to reduce the cost of diagnostic tests and the time between sample collection 

and diagnosis, incentivizing healthcare systems to adopt a new technological platform. For large-scale 

adoption, however, clinical sensitivity and specificity standards must match those held by centralized 

laboratory evaluation. Nucleic acid amplification tests (NAATs) are the most sensitive approach to rapid 

pathogen detection, capable of finding just a few copies of a defined sequence of DNA or RNA in an 

appropriately treated biological sample. We report here on preliminary results of a collaboration aimed 

at making rapid NAAT diagnostics simple and accessible anywhere.  

A low resource setting (LRS) can be considered any place where the tools commonly available in a 

sophisticated laboratory are not available to the end-user. However, diagnostic tests face similar 

challenges when used in health outposts in sub-Saharan Africa, clinics in rural Asia, or apartments in 

Seattle. Current instrumented systems are typically ill-suited to such settings because they can require 

laboratory training (e.g. for manual sample preparation and other steps), capital investment (e.g. up-
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front equipment and on-going maintenance costs), and specific infrastructure (e.g. cold storage, sterile 

conditions, clean running water, and electricity).  

Some integrated NAAT platforms have reached the market recently (or will soon be on the market) that 

are specifically designed for use in venues that may be closer to LRSs398–400. These systems rely on 

instruments to make tests simple, and are therefore only appropriate for settings where the initial cost 

of instruments and continued upkeep are acceptable. NAAT kits that do not rely on instruments are 

commercially available, but are not fully integrated systems and therefore require many user steps401. A 

practical diagnostic solution for the user who lacks training, infrastructure, or both does not currently 

exist.  

The ideal diagnostic would improve the sensitivity, but mimic the simplicity, of the most successful LRS 

platform: the lateral flow (LF) test or “rapid diagnostic test”. The LF test eliminated the need for an 

instrument to carry out chemical detection, and the number of LF tests for detection of pathogens has 

grown continuously402. However, most LF tests are a linear arrangement of 4-5 paper components, and 

the only fluids are typically the sample and a flow buffer403. A major weakness of this format is that they 

only automate a limited number of assay operations.  

It has been repeatedly demonstrated that the ability of porous materials to move fluids by capillary flow 

is a powerful diagnostic tool, beginning with glucose detection in the 1950s53. Since 2008, the Yager 

laboratory has been developing tools for designing, implementing, and characterizing automated 

microfluidic systems with porous materials. These two-dimensional paper networks (2DPNs) use 

geometry and porous material connectivity to automate complex fluidic operations, which minimizes 

the number of associated user operations46,48,49,96,261,262,277,404–406. The goal is to allow an end user to 

introduce a sample (e.g., a nasal swab, urine, or blood) to a portable, autonomous diagnostic device. No 

instrument should be necessary, with the possible exception of a cell phone camera to capture an image 

of the result for quantification or off-site transmission to a third party.  

Other research is aimed at developing non-instrumented, point-of-care, autonomous NAAT systems for 

LRS applications. Various paper-based microfluidic formats have integrated some NAAT operations, but 

still use separate instrumentation for remaining operations (e.g. sample processing, heating, or reading 

the result) and none are autonomous sample-to-result systems6,50,407–411. Other point-of-care NAAT 

technologies have demonstrated useful features like digital NAAT412 and chemical heating66, but without 

integrated sample preparation. 

The multiplexable autonomous disposable nucleic acid amplification test (MAD NAAT) is a platform that 

builds on existing research and other early demonstrations of useful approaches to a non-instrumented, 

point-of-care, integrated NAAT system65,413,414. The prototype reported here is the first demonstration of 

this platform. The disease target was methicillin-resistant Staphylococcus aureus (MRSA) and the 

molecular targets were two gene sequences. The first gene target, ldh1, is found in all S. aureus 

strains415. To discriminate methicillin-susceptible from methicillin-resistant Staph species, we targeted a 

second gene, mecA, which confers methicillin resistance and is found in S. aureus and other bacteria. In 

less than 60 min, the prototype performed sample processing, biplexed isothermal nucleic acid 

amplification, and LF detection of these targets without external instrument or user intervention. 

 

Experimental 
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Patient specimens  

Patient specimens were discarded and de-identified (human subjects protocol not needed) nasal swab 

specimens from adult patients who underwent MRSA screening at the Harborview Medical Center 

(Seattle, WA). Swab collection was performed with BD Liquid Amies Elution Swab sampling kit (Becton, 

Dickinson & Company, Franklin Lakes, NJ). Per hospital policy, screening is performed on adult intensive 

care unit and elective surgery patients. To reduce the concentration of salt in the Amies buffer and 

other nasal specimen interferents, samples were diluted to 1:100 for prototype tests, manual assays, 

and qPCR. 

 

Freshly prepared reagents 

Achromopeptidase (ACP) lysis  

ACP (A3547, Sigma-Aldrich, St. Louis, MO) was used at a final concentration of 0.5 U µL-1 in 10 mM Tris-

HCl (pH 8.0). In manual assays and qPCR, patient specimens were diluted from Amies buffer 1:10 into 10 

mM Tris-HCl (pH 8.0) then further diluted 1:10 into 10 mM Tris-HCl with ACP (a final dilution of 1:100). 

After two minutes of room-temperature incubation, lysates were heated to 95°C for five minutes to 

deactivate the ACP and fragment the DNA416 (S.A.B. manuscript in preparation).  

 

Isothermal strand displacement amplification (iSDA)  

The iSDA master mix was prepared in a reaction buffer (pH 7.6) consisting of 42.5 mM potassium 

phosphate, dibasic (P8584, Sigma), 7.5 mM potassium phosphate, monobasic (8709, Sigma), 3.75 mM 

magnesium sulfate (New England Biolabs, Ipswich, MA), 250 µM of each dNTP (New England Biolabs), 

0.2 U µL-1 Bst 2.0 WarmStart DNA Polymerase (NEB), 1.6% v/v nicking endonuclease Nt.BbvCI (mutant 

strain, New England Biolabs), and target-specific primers: 500 nM forward, 250 nM reverse, 50 nM each 

bumper (Integrated DNA Technologies, Coralville, IA)417.  

 

Internal amplification controls (IAC)  

An IAC was chemically multiplexed with each gene target. IAC templates for all assays used the same 

interior-sequence-matching probes for IAC detection (same for both assays) flanked by primer binding 

sites that matched the target sequence. This approach enabled co-amplification of the IAC using the 

target primers, eliminating the need to add extra primer sets for the IAC418. The IAC template used was a 

synthetic double-stranded DNA (Integrated DNA Technologies) to more closely mimic initiation from a 

double-stranded target. For each assay, the IAC template concentration was titrated to the lowest level 

that provided consistent IAC amplification in the absence of the target: 106 genomic copies for ldh1 and 

105 genomic copies for mecA. Sequences for iSDA primers, probes, and IAC templates for all assays are 

provided in Table 17. 

Table 17: Isothermal strand displacement assay (iSDA) nucleic acid sequence designs for 

primers, probes, and internal amplification control templates. 

 ldh1 mecA 

Forward amplification primer 
(F) 
(CCTCAGC = nicking site) 

5′–TAG AAT AGT CGC 
ATA CTT CCTCAGC 
ACA TCT CCT CGA 

5′–CCA TTA TAC TAC 
CTG TCT CCTCAGC 
GGC AAA GAT ATT 
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Lateral flow (LF) detection  

Detection reagents were contained in all iSDA reactions in the following concentrations: 10 nM biotin 

probe, 20 nM DNA-pDNA (pyranosyl DNA) capture probe per target (ldh1 or mecA), and 1.25 µL of 10 

OD streptavidin-coated 40 nM gold nanoparticles (Innova Biosciences, Cambridge, UK). In manual 

assays, 8 µl of LF solution, comprising 1.875 M NaCl and 3.125% PEG 8000 (Hampton Research, Aliso 

Viejo, CA) in PBS, was added to 17 µL of iSDA amplicon product and mixed to yield final concentrations 

of 0.6 M NaCl and 1% PEG 8000. This solution was then allowed to flow up the LF strips. 

 

Materials fabrication  

ACT TTT T–3′ CAA CTA AC–3′ 

Reverse amplification primer 
(R) 
(CCTCAGC = nicking site) 

5′–GCA TAA TAC TAC 
CAG TCT CCTCAGC 
CAA GCT ACG CAT 
TTT CAT T–3′ 

5′–TAG AAT AGT CAC 
TTA CTT CCTCAGC 
GCC ATA ATC ATT 
TTT CAT GTT–3′ 

Forward bumper primer (FB) 5′–AGG TAA TGG 
TGC AGT AGG T–3′ 

5′–GAT AAT AGC AAT 
ACA ATC GCA CA–3′ 

Reverse bumper primer (RB) 5′–CCA GCT TTC ACA 
CGA AC–3′ 

5′–GTG CTA ATA ATT 
CAC CTG TTT GA–3′ 

Capture probe 
(pDNA[…] = pyranosyl DNA) 

4′–
pDNA[TTTTTTTTC]–
2′–HEG–5′–CAG TGT 
CTA AAT CAA TGA 
TG–hexanol–3′ 

4′–
pDNA[CAAGAATC]–
2′–HEG–5′–CTT TAG 
CAT CAA TAG TTA G–
hexanol–3′  

Biotin probe 
(A* = Super A®, ElitechGroup) 

5′–CTA ATT CAT CAA 
CAA TGC–biotin 
TEG–3′ 

5′–GTT A*TA AAT 
A*CT CTT TTG A–
biotin TEG–3′ 

Internal amplification control 
(IAC)  
(dsDNA template) 

5′–AGG TAA TGG 
TGC AGT AGG TTC 
AAG CTA CGC ATT 
TTC ATT GAC CAG 
TTA CTT TAC GGA 
CCA CGT ACC GCA 
TTG GTA CAA GAT 
CTC AAA AAG TTC 
GAG GAG ATG TTG 
TTC GTG TGA AAG 
CTG G–3′ 

5′–GAT AAT AGC AAT 
ACA ATC GCA CAT 
GGC AAA GAT ATT 
CAA CTA ACG ACC 
AGT TAC TTT ACG 
GAC CAC GTA CCG 
CAT TGG TAC AAG 
ATC TCC AAC ATG 
AAA AAT GAT TAT 
GGC TTC AAA CAG 
GTG AAT TAT TAG 
CAC–3′ 
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Materials were fabricated on a CO2 laser (VLS3.60, Universal Laser Systems, Scottsdale, AZ) or a 3D 

printer (Objet30 Scholar, Stratasys, Eden Prairie, MN), with exceptions noted below. 

 

Porous materials 

Standard 17 sheets (GE Healthcare Life Sciences, Pittsburgh, PA) were laser-cut into ‘Y’-shaped sample 

delivery pads and 2.5-mm by 20-mm amplification and detection reagent pads. Standard 17 was also 

razor-cut into 2.5-mm by 10-mm amplification valve pads from stock that had been striped with a 1.5-

mm thick beeswax (Knorr Beeswax Products, Del Mar, CA) stripe 3 mm from the upstream end. Wax 

striping was done on a custom motorized stage with wax heated to 74°C. Cellulose sheets (C083, EMD 

Millipore, Billerica, MA) were laser-cut into 2-mm by 2.5-mm salt pads and 5-mm by 12-mm waste pads. 

Cardboard-backed nitrocellulose sheets (FF80HP, GE Healthcare Life Sciences, Pittsburgh, PA) were 

striped with test lines (see below), laser-scored, then scissor-cut from the downstream end of the sheet 

into 2.5-mm x 23-mm LF strips. 

 

Plastic materials  

Several types of plastic were used in prototype fabrication. DuraWhitePlus (Stratasys) was 3D-printed to 

form the three housing pieces and the body of the lysis valve. Polymethyl methacrylate (PMMA; U.S. 

Plastic Corp, Lima, OH) was laser-cut to form the 0.06-in thick stages for heaters, “trays” to contain the 

2DPN, elements for the lysis valve, and swab ports; and 0.098-in thick port blocks. Channels were 

created in the 2DPN trays by selectively ablating material with the laser. Prior to assembly, the PMMA 

pieces were power-washed with water (WaterJet, Stratasys) then dried in an incubator at 40°C for >1 

hour. Mylar-backed, silicone adhesive tape (ARclad 7876, Valley Industrial Products, Huntington, NY) 

was laser-cut into pieces for lining the channels of, and adhering the port blocks to, the 2DPN trays. All 

silicone tape pieces were dried overnight in an incubator at 40°C before use. Polypropylene, 1-mL, Luer-

Slip syringes (Henke-Sass Wolfe, Tuttlingen, Germany) were razor-cut to make the fluid introduction 

storage chamber and the sample chamber. Tygon E-3603 (1/32-in OD, Saint-Gobain, Paris, France) and 

platinum-cured silicone rubber (5/32-in OD, Saint-Gobain, Paris, France) tubing were razor-cut to 11 cm 

for fluid introduction and to 1.5 cm for the lysis valve, respectively. 

 

Other materials  

Wax blocks for lysis valves were fabricated from a mix of PureTemp 53 PCM (PT53, Entropy Solutions, 

Plymouth, MN) and 20% graphene nanoplatelet powder (N008-100-P-10, Angstron Materials, Dayton, 

OH) cast in silicone rubber molds, cured under a hot air gun, then allowed to cool to room temperature. 

Insulating foam inserts were razor-cut from discarded polystyrene packaging to fill the negative space in 

the prototype housing when all components were assembled. 

 

Dry reagent preparations 

ACP dry reagent tubing  

In prototypes, lysis reagents were stored dry in the fluid introduction tubing. A total of 80 U of ACP at a 

stock concentration of 20 U µL-1 in 10 mM Tris-HCl (pH 8.0) was mixed with 1 M trehalose (TS1M-100, 

Life Sciences Advanced Technologies) to a final concentration of 5% trehalose. The mixture was pipetted 
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into the upstream end of the tubing allowed to dry for >16 hours in a desiccating environment. During 

prototype tests, the dried ACP was rehydrated with 160 µL of 10 mM Tris-HCl (pH 8.0) to a final ACP 

concentration of 0.5 U µL-1. 

 

Combined amplification and detection dry reagent pads  

In prototypes and manual assays, the amplification “master mix” and detection reagents for each target 

and IAC were stored together dry in amplification pads. The iSDA master mix and LF detection reagents 

were combined with 10% (w/v) trehalose (Life Sciences Advanced Technologies, St. Petersburg, FL) and 

1% (w/v) PEG 8K (Hampton Research), which were added for stabilization during dry storage. The 

amplification pads were pre-blocked by soaking in 1% BSA and 0.1% Tween-20 for 1 hour, blotted dry, 

and dried in an incubator at 45°C overnight. The reagent mix (20 µL) was added to amplification and 

detection reagent pads. The pads were flash frozen in liquid nitrogen and dried for 2 h using a lyophilizer 

(FreeZone 4.5, Labconco, Kansas City, MO). 

 

Internal amplification control dry reagent pads  

In prototypes, IAC templates were stored dry in the sample delivery pads. The IAC templates for each 

target were combined with 10 mM Tris-HCl with and 5% (w/v) trehalose and 10 µL was dried in pads for 

>16 hours in a desiccating environment.  

 

NaCl pads  

In prototypes, salt for detection was stored dry in salt pads. A volume of 10 µL of 2.5 M NaCl was added 

to each salt pad, which were then flash-frozen in liquid nitrogen, and dried for 2h using a lyophilizer. 

 

LF strips  

In prototypes and manual assays, detection was performed on LF strips. The LF strips were striped 

(XYZ3050, BioDot, Irvine, CA) in ambient conditions (20-23°C, 40-60% RH is typical). The test lines were 

pDNA-T20 oligos striped at 400 µM in 50 mM TEAB at 0.3 µL/cm. The process control lines were T20-

biotin oligos striped at 200 µM in 50 mM TEAB at 0.3 µL/cm. Striped LF strips were exposed to UV (~310 

nm; TM-36 transilluminator, UVP, Upland, CA) for 7-8 min to cross-link the T20 to the LF strips. 

 

MAD NAAT prototype assembly 

Fluid introduction sub-assembly The fluid introduction sub-assembly was constructed from a syringe, 

with the barrel razor-cut to the 0.45-mL mark and the plunger razor-cut to be 2 mm longer; a female 

Luer-Slip to 1/32-in barb connector (Qosina, Ronkonkoma, NY); and Tygon tubing. The syringe was filled 

by pipette with 260 μL of 10 mM Tris-HCl (pH 8.0), with 100 μL dead volume. The syringe was then 

inserted into a connector with tubing attached. 

 

Sample chamber sub-assembly  

A sample chamber was fabricated from a syringe, which was razor-cut at both the 0.25 mL mark and 

halfway through the Luer-Slip fitting, then drilled with a 3/32-in hole at the 0.23-mL mark to 

accommodate the fluid introduction tubing. The sample chamber was mated to a silicone rubber tubing 
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section using the modified Luer-Slip fitting. The tubing section was drawn through the lysis valve body 

and the valve was set with a graphene-wax block.  

 

2DPN sub-assembly  

The bottom of the 2DPN channels in the tray were lined with the aforementioned silicone adhesive 

inlays, onto which the porous material components were laid in order: amplification and detection dry 

reagent pads for each target, dry IAC sample delivery pad, dry salt pads, LF strips, amplification valve 

pads, and waste pads. After placement of these components, silicone adhesive overlay was used to seal 

the materials inside the tray. The wax valve was then pressed to make a full seal; pin-prick vent holes 

were created just upstream of the wax valve. A port block was bonded to the tray with silicone 

adhesive.  

 

Housing and electronics sub-assembly  

The housing of the device comprised three components: base, lid, and slide. A custom PCB control board 

was mounted to the housing base. The control board (Figure 95) contained an integrated 

microcontroller (ATmega328, Atmel, San Jose, CA) and wiring adapters for the lysis heater, lysis valve 

heater, amplification heater, and amplification valve heaters. The lysis heater was constructed from 

9/32-in x 0.014-in aluminum tube stock (#8107, K & S Precision Metals, Chicago, IL) cut to a 12-mm 

length, wrapped in aluminum tape, instrumented with three thick film resistors (PWC2512-10RJI, 

Mouser Electronics, Mansfield, TX) and a thermistor (NB21N50104JBB, Mouser Electronics), and 

wrapped again in electrical tape. The lysis valve heater was made from a thick film resistor (PWC2512-

10RJI, Mouser Electronics) wrapped in Kapton tape (DuPont, Wilmington, DE) and was glued into the 

body of the lysis valve under the wax block zone.  
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Figure 95: Control board design. (a) Layout for custom PCB. (b) Electronics schematic. 
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The amplification heater and amplification valve heaters were constructed from a custom PCB (Figure 

96) and two more thick film resistors, respectively, aligned in the heater stage, all of which was wrapped 

in Kapton tape and mounted in the housing base. Two AA battery holders (BCAAPC-ND, Digikey, Thief 

River Falls, MN) were mounted in the housing base and connected in series to the control board, a 

contact switch (275-008, RadioShack, Fort Worth, TX), and a master slide switch (275-006, RadioShack). 

 

Figure 96: Amplification heater design. 

 

Prototype device assembly  

The fluid introduction sub-assembly and a swab port were clipped into the housing lid. The sample 

chamber was fitted with a lysis heater and the lysis sub-assembly was mated to the 2DPN sub-assembly 

by press-fitting the silicone rubber tubing below the lysis valve into the port block above the 2DPN. 

These two mated sub-assemblies were then snapped as one into the reusable device sub-assembly. A 

polystyrene foam insulating insert was placed above the 2DPN and around the lysis heater before 

snapping the housing lid to the housing base. The housing slide was then mounted to the prototype to 

complete assembly. 

 

Patient specimen tests 

MAD NAAT prototype tests  

For this version of our device, the volume of the sample chamber was fixed before the dilution factor 

from Amies buffer was determined. Therefore, patient specimens were diluted twice to achieve the 

target dilution of 1:100. First, a specimen was diluted from Amies buffer 1:8.6 by 10 mM Tris-HCl (pH 

8.0). A polyurethane foam swab (Foamtec International, 19304613, Oceanside, CA) was immersed in the 

diluted specimen, rotated three times, and removed. The prototype was slid open to expose the swab 
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port, with ~160 µL of 10 mM Tris-HCl (pH 8.0) forced into the sample chamber. The swab was inserted 

into the prototype, rotated ten times, and removed. These swabs transferred ~15 µL of sample when 

used as described230, resulting in a sample input to the prototype with a total dilution of ~1:100. The 

prototype was closed to activate the test. Prototypes were run to completion (1 h), then disassembled 

and the 2DPN removed for imaging by scanner, which was used only as an assay development tool. An 

end-user would simply read the results at test completion, without disassembly. 

 

Manual assays  

ACP lysate was mixed with both IAC templates and allowed to flow into combined amplification and 

detection dry reagent pads placed in hybridization chambers (Electron Microscopy Sciences, Hatfield, 

PA). The chambers were sealed and incubated at ~50°C for 20 min. Following incubation, the reaction 

products were centrifuged at 2000 ×g for 1 min in a centrifugal filter tube (0.22 µm Nylon centrifugal 

filters, VWR, Radnor, PA) and the resultant fluid was assessed via LF detection. 

 

qPCR  

Quantitative PCR (qPCR) for the ldh1 and mecA genes was used as the reference method for estimating 

copy number from patient specimen samples. ACP lysate (1 µL) was quantified using the MRSA/SA ELITe 

MGB duplexed ldh1 and mecA qPCR assay. The input copy number estimate was calculated using the 

MAD NAAT prototype input volume (175 µL). 

 

Image capture  

All image capture was performed using a flatbed scanner (ScanMaker i900, MicroTek International, 

Cerritos, CA) in 48-bit-depth RGB mode at 600 dpi. Intensity profiles were generated for LF strips in both 

channels in each test using ImageJ 1.50g (NIH, Bethesda, MD). The green channel of each image was 

isolated, inverted, cropped to the detection zone, and straightened to the edges of the LF strips. Regions 

50-pixels wide and 300-pixels long were overlaid at the longitudinal upstream end and lateral center of 

each LF strip in these transformed images, where the width dimension was chosen to eliminate edge 

effects and imperfect alignment and the length dimension was chosen to capture all four test lines and 

surrounding background. The average intensities across the width of each region were analyzed 

algorithmically using Mathematica 10.4 (Wolfram, Champaign, IL). Test lines were identified as local 

maxima in each intensity profile that survived a Gaussian blurring up to scale 6, had minimum sharpness 

6, and had an intensity greater than 28% of the maximum. The background of each intensity profile was 

then estimated with a sixth-order polynomial fit to five background regions, the locations of which were 

fixed across all intensity profiles, and subtracted away. Background-subtracted intensity profiles were 

integrated within fixed-size regions, centered on the local maxima, with values indicating the estimated 

relative intensity of the associated test line. The presence or absence of identified test lines within four 

signal regions, the location of which were fixed across all intensity profiles, indicated the results and the 

validity of each test. Occasional poor flow, depressions in the nitrocellulose that were introduced during 

their manufacture, and debris confounded this algorithm in eight cases. Occasional poor flow also 

contributed to a poor polynomial fit to the background, which resulted in some negative estimated 

intensity values. 



www.manaraa.com

 

Results 

Our goal was to develop a rapid and accurate integrated diagnostic technology with a user experience 

that was as simple as a pregnancy test; the MAD NAAT prototype required only a single activation step. 

Results were reported as visible test and control lines that could be read by eye, or imaged with a cell 

phone camera for local processing or transmission to a remote location. The following results describe 

prototype development and subsequent repeated testing of four identical prototypes with samples 

from human nasal swab specimens. 

 

Extremely simple user experience 

The complete user experience for the MAD NAAT prototype comprised sample collection and 

introduction, test activation, and reading the result. Activation of the MAD NAAT prototype was a single, 

simple user step: sliding the housing closed (Figure 97). All other assay operations were automated. 

 

 

Figure 97: The MAD NAAT 

user experience: user steps 

required to operate the 

MAD NAAT prototype from 

upper left to lower right. 

The sample collection may 

be performed by the user or 

a healthcare provider, 

depending on the setting. 

Device closure is the single 

activation step required; all 

other assay steps are 

internal and automated. 

Results can be interpreted 

by eye or recorded and 

quantitatively analyzed with 

a cell phone camera. 

 

Assay operations 

NAATs contain three fundamental assay operations: 1) sample processing, 2) amplification, and 3) 

detection, all of which were automated in the MAD NAAT prototype (Figure 98). Reagents for these 

operations were stored dry and ready to use inside the device.  
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This first MAD NAAT prototype demonstration was performed on samples from human nasal swab 

specimens. A sample was collected with a swab and introduced to an open device by inserting the swab 

into a sample chamber containing buffer. Sample introduction was over 80% efficient (percentage of 

bacteria transferred from swab to sample chamber) for the swabs used, as measured using prepared 

samples in buffer and in simulated nasal matrix230. Sample processing was performed by incubating with 

an achromopeptidase (ACP) enzyme mixture for bacterial lysis, followed by heating for deactivation of 

enzymes incompatible with amplification (e.g. proteinases) and for bacterial gDNA fragmentation. ACP 

lysis followed by heating was previously found as effective as bead beating for release of amplifiable 

DNA from S. aureus211 and other bacteria123. In addition, there was no statistical difference between the 

lysis performance of freshly prepared and dried ACP after 11 months of storage at ~23°C and ambient 

humidity (106 ± 1.6% recovery of amplifiable DNA compared to freshly prepared, p = 0.26 123). 

 

Figure 98: General NAAT operations and the implementation of each in the MAD NAAT. Swabs 

were used as the sample input for this prototype, which was tested with samples of human 

nasal swab specimens. The timing (and temperature where required) of each operation was 

chosen to maximize unit operation efficiency. Sample processing time (10 min) included heater 

warm-up and >5 min at 95°C for enzyme deactivation and DNA fragmentation. Amplification 

time (30 min) also included heater warm-up. Detection time was as fast as five minutes, but 

test line images were always captured after a total test time of 60 minutes. 

 

We chose to develop MAD NAAT around isothermal strand displacement amplification (iSDA), a truly-

isothermal method (no initial denaturation step) and one of the fastest isothermal amplification 

methods available (~1010-12 fold from 10 target copies in ~10-30 minutes). In iSDA, amplification initiates 

by primer insertion during DNA “breathing,” then proceeds to exponential amplification by repeated 

nicking, extension, and displacement of single strands417. The rules governing design and optimization of 

new iSDA assays is similar to that for strand displacement amplification (SDA), which is well-described in 

the literature419. The sequences for the ldh1 and mecA primers and probes are provided in Table 17. We 

have found that combining iSDA with LF detection under ideal conditions can lead to sensitivity of <10 

copies of target (Figure 99) and specificity against similar organisms (Figure 100).  
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Figure 99: Manual iSDA and LF detection result for (a) ldh1 and (b) mecA assays at low 

copy numbers of MRSA genomic DNA (gDNA) template. Amplifications were performed 

in tubes. The results were mixed to salt and Tween-20 to final concentrations of 600 

mM and 1% w/v, respectively, then allowed to flow on LF strips. The assay showed 

robust detection down to at least five copies. 
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Figure 100: Manual iSDA and LF detection result for (a) ldh1 and (b) mecA assays using no 

template (NTC); and 104 copies of human, S. pyogenes, methicillin-sensitive S. epidermidis 

(MSSE), methicillin-resistant S. epidermidis (MRSE), methicillin-sensitive S. aureus (MSSA), and 

methicillin-resistant S. aureus (MRSA) gDNA templates (left-to-right). Amplifications were 

performed in tubes. The results were mixed with salt and Tween-20 in PBS to final 

concentrations of 600 mM and 1% w/v, respectively, then allowed to flow on LF strips. The 

strips shown are the last each of a set of two ldh1 and six mecA experiments. The previous 

experiments showed low-level signal on all nominally negative test lines, including in the NTC 

condition, and occasional IAC drop-outs in negative tests, which indicated invalid results. These 

errors were eliminated through use of new stocks of gold nanoparticles and IAC template, 

respectively. Across the 120 nominally negative conditions tested in the entire set of eight 

experiments, one NTC and one S. pyogenes template yielded a strong false positive, which may 

be indicative of contamination from five years of running these amplification assays in a single 

laboratory and open handling of amplicons for lateral flow detection and gel analysis. 

 

LF detection used two probes as shown in Toley et al.417: one DNA probe with a triethyleneglycol linker 

and terminal biotin group to allow labeling by streptavidin-conjugated gold nanoparticles, and one 

chimeric DNA-pDNA probe to allow binding to complementary pDNA immobilized on the detection strip. 

The lyophilized, combined reagents for amplification and detection were shown to be stable for at least 
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six weeks at ~23°C, and at least 15 days at 40°C, at 2-3% relative humidity (Figure 101).37 We have since 

demonstrated stability for longer times at elevated temperatures with similar stabilizers (S.K. 

manuscript in preparation). However, hybridization between complementary pDNAs required additional 

salt relative to iSDA to maintain test sensitivity over a range of ambient temperatures (Figure 102). 

 

Figure 101: Detection results excerpted from dry storage study. (a) Prototype iSDA and LF 

detection on MRSA genomic DNA input using pads stored for six weeks at laboratory ambient 

temperature in desiccated conditions. Duplicate tests confirm dry reagent viability in these 

conditions through ldh1 amplification and detection functionality. (b) Manual assay tests on 

low input copy number MRSA genomic DNA using pads stored for 15 days at 40°C in desiccated 

conditions. Triplicate tests confirm dry reagent viability in these conditions through ldh1 

amplification and detection functionality. Associated negative control indicates no 

contamination. 

 

 

Figure 102: Detection results showing impact of salt condition on pDNA binding at ~20°C. A 

synthetic truncated amplicon (STAmp), which replicated the binding region of the amplicon 

output by the ldh1 iSDA reaction, was mixed with detection reagents with and without 600 mM 
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NaCl, and allowed to flow on LF strips. Limit of detection was worse in the no-salt condition. 

 

Internal fluid path 

System operations were automated by creating a fluid path that managed sample introduction, sample 

processing, dry reagent reconstitution, multiplexing by routing to multiple isothermal amplification 

zones, amplification itself, and LF detection (Figure 104). Sample introduction and processing occurred in 

a sample chamber, which output lysate to a 2DPN after a valve operation. The 2DPN split the lysate and 

sequentially reconstituted internal amplification control (IAC) templates and dry master mixes (including 

primers, probes, and detection labels) into the lysate during flow into physically biplexed amplification 

zones. While chemical multiplexing (amplifying multiple targets in a single reaction) increases the 

complexity of assay development and typically decreases sensitivity of each target, physical multiplexing 

avoids these problems and allows for the amplification of both DNA and RNA targets on a single device 

(ESI† Fig. S7). After amplification, a second valve operation released both amplified lysate solutions, and 

the 2DPN reconstituted salt into them during flow into the detection zones. 

 

 

Figure 103: DNA and RNA detection in partial prototype test. (a) Cartoon of experimental 

setup. Sample introduction and processing, and amplification were performed on a prototype 

device. Amplification pads were then removed from the 2DPN and centrifuged at 10,000 ×g 

for 3 minutes. The resulting fluid was mixed to salt and Tween-20 to final concentrations of 

600 mM and 1% w/v, respectively, then allowed to flow on LF strips. (b) Results show clean 

negatives, and positive amplification. 
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Figure 104: Fluid flow path of prototype. Sample introduction and processing are performed in 

a sample chamber. Processed sample is delivered by an automated valve (not shown) to a two-

dimensional paper network (2DPN), where it is split into two physical channels (more channels 

are possible). Isothermal amplification and lateral flow (LF) detection with gold nanoparticles 

are also performed in the 2DPN. The LF strips are left uncovered to facilitate flash photography. 

 

Each LF strip was striped with four capture lines. The target lines, one each for ldh1 and mecA, 

confirmed the presence in a sample of their respective targets and at sufficient concentrations. The IAC 

line confirmed that amplification of nucleic acids did occur in each channel and that the detection 

reagents rehydrated and flowed through the LF strip (independent of the presence of target lines). The 

process control line, which bound gold nanoparticles, confirmed that reagents were rehydrated and 

flowed to the end of the 2DPN. Note that a valid test result requires proof of amplification, i.e. either a 

test line, IAC line, or both in each LF strip. 

 

Complete MAD NAAT prototype 

The MAD NAAT system will ultimately be produced in the form of single-use disposables, but for 

prototype development we integrated single-use and reusable components. Using 3D-printed materials 

and inexpensive, microcontroller-based electronics enabled rapid prototyping of device components 

and programmable control over assay timing and temperatures. The prototype used feedback-

controlled heaters at 95°C for sample processing and at 50°C for amplification, and open-loop heaters 

for valve actuation. While future prototypes will use lower cost components, such as an injection-

molded housing, and will be fully disposable, in the current prototype any components that were single-

use or could not be safely re-used (due to contamination from the sample or amplification products), 

such as fluid introduction parts, sample chamber, and 2DPN, were used once, then disposed (Figure 

105A). All other supporting components, including the housing (Figure 105B) and electronics, heaters, 

and mechanical valve parts (Figure 105C) were reused. Two AA batteries powered the prototype. 
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Figure 105: Exploded view of one of four identical MAD NAAT prototypes. (a) Fluid path 

components, including fluid storage and introduction syringe, sample chamber, and 2DPN. (b) 

Housing components: base, lid, and slider. (c) Supporting components, including electronics, 

valves, batteries, and insulation. 

 

Autonomous operation required, in addition to dry reagents, on-device storage of a buffer, which was 

implemented with a syringe-based system. Opening the housing slider (Figure 105B) drove the plunger 

of the syringe, which delivered stored buffer through tubing containing dry lysis reagents into the 

sample chamber (Figure 105A). Closing the slider triggered a switch that activated the automated assay 

steps, after which no further user input was required.  

Two styles of valves were developed for this system: a lysis valve that controlled flow from the sample 

chamber into the 2DPN and amplification valves that controlled flow from the amplification zones into 

the detection zones. Both valves used wax to create seals, and melting of that wax to release the seal. 

The sample chamber was connected to the 2DPN with flexible tubing pinched closed by a wax block. 

After the timed lysis step, a heater melted the wax, which released the pinch on the tube and delivered 

lysate to the 2DPN. The amplification valves were wax plugs pressed directly into the fluid pathway. 

After the timed amplification step, heaters melted the wax, allowing fluid to advance to the detection 

zone.  

 

Sample-to-result demonstration with human nasal swab specimens 

Prototype devices were tested using samples of discarded human nasal swab specimens from pre-

surgical patients screened for MRSA colonization. Three types of tests were run to detect the presence 

of ldh1 or mecA gene targets in patient specimens (PS1, 2, etc.): the MAD NAAT prototype (e.g. Figure 

107A), a manual analogue of the automated assay (e.g. Figure 107B), and qPCR. LF strips were used 

from the prototype and the manual assay, while the qPCR results were used to generate input copy 

number estimates based on a standard curve of gDNA from MRSA (Error! Reference source not found., 

Figure 106).  
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Figure 106: Illustration of methods for each patient specimen test. Green text tracks the 

calculations of estimated copy sensitivity. The ~16 copies uL-1 was quantified by qPCR for the 

lowest input where qPCR found target (PS4, mecA) and MAD NAAT showed this sample positive 

by LF detection. The MAD NAAT prototype held an input volume of 160 µL on-device buffer plus 

~15 µL sample, and an amplification zone volume of 20 µL. That corresponded to a minimum 

detected value of ~3×103 input copies in the MAD NAAT prototype. 

 

During testing, manual assays were performed with freshly prepared ACP, IAC template, and salt, but 

dry amplification and detection reagents, while prototypes contained all dry reagents. Although the 

prototype detected as few as 3×103 input genomic copies (PS4), complete agreement between data 

occurred for patient specimens with 7×105 genomic copies of ldh1 (PS8) or above and with 5×103 

genomic copies of mecA (PS17) or above. We therefore estimated the sensitivity of the MAD NAAT 

prototype to be about 5×103 input genomic copies, which corresponded to detection from ~600 

genomic copies in each amplification reaction. 
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Figure 107: LF strip data for tests on a sample from PS 15, which was positive for MRSA. LF 

strips were 2.5 mm wide with four test lines spaced 3 mm apart. (a) MAD NAAT prototype test. 

Two channels amplified and detected ldh1 with IAC (left) and mecA with IAC (right). Image 

analysis was conducted using regions of fixed size (yellow rectangles) to generate plot profiles 

for each channel. Non-uniform test lines and higher background in the prototype results are an 

artifact of valve operation, but they do not interfere with interpretation by eye or image 

analysis. (b) Manual assay test, which confirms results of MAD NAAT prototype test. Note that 

the left LF strip in the manual assay results shows a grey coloration, distinct from the red color 

of bound gold nanoparticles. It is a physical depression left during the striping process, not non-

specific binding, and is not present in most of the strips. 

 

In total, 33 integrated test runs were performed. Four tests did not run completely due to hardware 

failures unrelated to the chemical functions of the device operation (e.g. hand-soldered wire 

connections breaking due to wear from repeated use). Eleven other tests ran completely, but did not 

yield valid results due to under heating or overheating (e.g. lysis or amplification was hindered, lysis or 

amplification valves did not operate properly), or poor flow conditions (e.g. evaporation from uncovered 

LF strips at a wetting front with high concentration of solute). These tests were ruled invalid due to 

missing both target and IAC lines on at least one LF strip. The ratio of valid to total completed (no 

hardware failure) tests yielded a success rate of 62%. 

 

Discussion 

We have demonstrated the first autonomous integrated sample-to-result NAAT system for the 

detection of bacteria from nasal swab samples designed to be fabricated as a complete disposable. 

While the prototype was not yet ready for full clinical trials, these initial results suggest that, with 

manufacturing refinement, MAD NAAT could be of great clinical value. The one-step activation of the 

autonomous MAD NAAT system combines the ease-of-use of many widely available point-of-care tests 

with the increased sensitivity and specificity of nucleic acid amplification. The dry reagents storage 
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supports elimination of cold chain requirements during shipping or storage. Furthermore, the use of 

non-toxic materials and chemistries ensure user safety in a variety of conditions. These features make 

the MAD NAAT system well-suited for use in developed world settings as well as developing world LRS.  

Other features of MAD NAAT demonstrate its utility as a diagnostic platform. For example, higher-order 

multiplexing could be implemented through additional amplification channels. Splitting the sample into 

more channels reduces the copy number of targets in each amplification reaction, but even a 10-fold 

split would still leave the copy number of targets far above the LOD of the system for many clinical 

targets. Additionally, the ACP lysis method is broadly applicable to many pathogen types and it works 

directly with iSDA.  

The MAD NAAT prototype consistently detected bacterial inputs at a minimum of ~5×103 genomic 

copies and above, and the majority of the samples tested showed strong agreement between the MAD 

NAAT prototype and qPCR. Each of the biplexed amplification zones had an estimated sensitivity of ~600 

genomic copies, and the estimated copy sensitivity from the original patient specimens was ~5×106 

MRSA genomic copies. A wide clinical range for MRSA has been reported, with one study of 444 swab 

specimens yielding 3-1.5×107 CFU per swab with a geometric mean of 794 CFU per swab420. The 

estimated device sensitivity of ~5×106 genomic copies per swab do fall at the high end of that range, but 

the estimated amplification sensitivity of ~600 genomic copies falls below the clinically found geometric 

mean.  

The human nasal swab specimens used for testing were all discarded clinical specimens that were stored 

in a high-salt buffer that inhibits ACP lysis421, iSDA, and PCR. This collection artifact made the specimens 

incompatible with the MAD NAAT prototype, which was designed as a direct, sample-in device. 

Additional dilution was required to create a sample compatible with ACP lysis and iSDA, and to mitigate 

the effects of interferents from the human nasal specimens on amplification; this forced dilution step 

negatively impacted the sensitivity of our tests. However, our tests were largely successful anyway due 

to the abundance of MRSA in our positive specimens, for which our qPCR results indicate there were at 

least 106 genomic copies per original swab (prior to dilution). 

Nonetheless, we are also developing new interferent depletion and target concentration 

mechanisms244, anticipating their utility for other targets. Future patient specimen characterization on 

direct patient-to-device samples is expected to yield a better system sensitivity. 

MRSA was a challenging first clinical target for demonstrating MAD NAAT, although it is a critically 

important target, particularly at the point-of-care. We chose MRSA because it posed two challenges: 

processing of a difficult-to-lyse, Gram-positive bacterium422,423 and incorporating detection of multiple 

targets. Although most commercial NAATs use a single target—the SCCmec-orfX junction—their 

specificity is decreased by SCCmec variants (false-negatives) and strains that have lost mecA but retain 

the SCC-mec flanking sequences (false-positives). The MAD NAAT prototype mirrored the approach of a 

commercial NAAT (MRSA/SA Elite MGB® Kit; ELITech Molecular Diagnostics, Puteaux, France) that 

instead measures the ratiometric quantity of ldh1 to mecA gene targets. This approach has two 

advantages: high sensitivity due to the highly conserved sequence of ldh1, which is specific for clinical S. 

aureus isolates, and high specificity for MRSA over other mecA-containing species, due to the ability to 

measure equal quantities (within tolerance) of ldh1 and mecA, indicating both genes were found in a 

single organism. The MAD NAAT prototype did not measure the ratiometric quantity of ldh1 to mecA, 
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which reduced test specificity but not sensitivity. The false-positive rate can be estimated by the co-

colonization rate of methicillin-susceptible S. aureus (ldh1 positive, mecA negative) with methicillin-

resistant coagulase-negative staphylococci (ldh1 negative, mecA positive), which has been measured in 

nasal specimens at 3.4%424.  

This manuscript reports an important milestone in LRS NAAT technology: the first demonstration of a 

fully integrated, simple-to-use NAAT device, which detected two MRSA-related gene targets directly 

from samples of human patient swab specimens after a single activation step. Nonetheless, the MAD 

NAAT system is capable of more. Ongoing design improvements aim to 1) enhance reliability, sensitivity, 

and multiplexing; 2) reduce the time from sample introduction to results to ~30 minutes by 

amplification reaction optimization, dry reagent reformulation, detection improvements, valve 

simplifications, and shorter heat-up times; 3) improve reproducibility of signal generation by reducing 

evaporation from LF strips; and 4) reduce part count and cost-per-device with a focus on 

manufacturability and marketability. In collaboration with Seattle-based non-profit PATH, we are also 

developing an electronics-free version of MAD NAAT with paper timing, fluidic valve actuation, and 

demonstrated chemical heaters425, which combine to result in a device that is easily disposed, including 

through burning. 
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7. A disposable chemical heater and dry enzyme preparation for lysis and extraction of DNA and 

RNA from microorganisms (Buser et al.  Analytical Methods, 2016) 
The work presented in this sub-aim is adapted from: 
J.R. Buser, X. Zhang, S.A. Byrnes, P. D. Ladd, E. K. Heiniger, M. D. Wheeler, J. D. Bishop, J. A. Englund, B. R. 
Lutz, B. H. Weigl, and P. Yager, Anal. Methods, 2016, 8, 2880–2886. 
 

Introduction 

According to the 2010 Global Burden of Disease study, four of the top ten causes of death world-wide 

are attributed to communicable diseases, which disproportionally affect low resource settings (LRS) 426–

428.  Number four on the list is lower respiratory infections and number seven is diarrhea426.  These 

infections have known and available treatments but often lack accurate diagnosis, especially in LRS 

where there is severely reduced availability of healthcare11,12.  In many settings, including the US and 

other developed countries, symptomatic diagnosis is commonly used by healthcare providers.  Although 

symptoms are important, they can vary between individuals and are often shared by multiple infections.  

Diarrhea, for example, can be caused by viruses, bacteria, or parasites13–15,429.  Each of these classes of 
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pathogens require different treatments and within classes, treatments can vary due to different 

susceptibility to common drugs. 

Antimicrobial resistance has been increasing around the world17; one method for curbing this trend is 

accurate molecular diagnosis which can lead to identification of specific pathogens and potential drug 

resistances.  Methicillin-resistant Staphylococcus aureus (MRSA) is a significant pathogen causing 

hospital- and community-acquired infections in developing and developed regions430,431; further 

advancement in diagnostics which can quickly identify methicillin resistance could aide in slowing the 

spread of this pathogen.  Nucleic acid amplification tests (NAATs), which utilize a pathogen’s DNA or 

RNA, are commonly used in pathogen identification: polymerase chain reaction (PCR) is a widely used 

example.  The use of NAATs for disease diagnosis offers multiple advantages including increased 

sensitivity, the ability to multiplex, and epidemiological tracking of disease transmission and drift via 

nucleic acid (NA) sequencing.  These approaches, however, often require expensive equipment and 

highly trained personnel. 

Integrated microfluidic systems, such as the Cepheid GeneXpert, provide sample-to-result diagnostics 

using disposable cartridges that contains the assay reagents. These cartridges are coupled with 

automated instrumentation to process the sample and perform the bioassay, and have been shown to 

expedite treatment for pathogens including Mycobacterium tuberculosis432. These systems, however, 

have significant cost, infrastructure, and maintenance commitments associated with them279 and are 

most appropriate for use in well-equipped laboratories with reliable electricity. Significant advances in 

NAATs are still required for lower-resource settings433. 

Microfluidic bioassays have the potential to expand the reach of NAATs, but sample preparation, 

including pathogen lysis and nucleic acid extraction, remains an underdeveloped aspect of microfluidics-

based bioassays, especially those designed for point-of-care use58. Many commercially available systems 

that are marketed for the point-of-care are often missing sample preparation components.  In 2011, 

Niemz et al. evaluated 13 commercially available point-of-care NAAT-based systems.  All of these 

systems include an expensive, non-disposable component that requires mains electricity and, likely, a 

service contract.  Additionally, less than half of these include on-device sample preparation thereby 

increasing the overall time and costs required for operation and limiting their usability as truly point-of-

care systems434.  

Enzymatic lysis has been shown to be effective in bacterial sample preparation. Some lytic enzymes are 

highly specialized for a specific cell type, such as lysostaphin which targets staphylococcus bacteria124, 

while others are more generally applied.  Lysozyme is a commonly used and well understood lytic 

enzyme which cleaves the peptide-disaccharide linkage of peptidoglycans in bacterial cell walls causing 

them to denature78.  Many gram-negative bacteria are insensitive to lysozyme because their thick outer 

membrane prevents the enzyme from interacting with the inner cell wall; additionally, some gram-

positive bacteria, such as S. aureus, are also resistant to lysozyme treatment125. Achromopeptidase 

(ACP), purified from Achromobacter, was found to have bacteriolytic activity as early as the early 

1970s435.  Since then, it has been widely used for the lysis of lysozyme-resistant gram-positive bacteria 

such as S. aureus.   Some MRSA diagnostic assays on the market use ACP for lysis and downstream real-

time PCR for pathogen identification (e.g., the BD Gene Ohm MRSA test).  Most of the assays employ 
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ACP lysis at 37°C for 10-20 minutes, followed either by heat deactivation at a controlled temperature436 

or KOH deactivation437. 

Isothermal NAATs, such as loop-mediated isothermal amplification (LAMP) 66,438 and recombinase-

polymerase amplification (RPA)439 have received much attention recently due to their simple heating 

requirements. In addition, isothermal NAATs have been demonstrated on paper microfluidic 

platforms6,50,71.  Furthermore, paper microfluidics have been proven capable of automating multistep 

assays without external equipment405. Precise electricity-free heaters have been developed for these 

applications66: these are powered by exothermic chemical reactions and use phase change to regulate 

temperature. Our group has demonstrated the heating of flat-profile paper microfluidic networks using 

this technique67,425. 

These technologies suggest GeneXpert-like molecular diagnostics are possible in low-cost, disposable 

devices6,71, though many existing isothermal NAAT-based diagnostics still rely on off-device sample 

processing steps that will not be available in all settings. Fortunately, technologies are beginning to 

emerge that enable the operation of molecular diagnostics without the need for laboratory 

infrastructure50,440. The multiplexable, autonomous, disposable nucleic acid amplification test (MAD 

NAAT) project67,229,230,244,267,406,425,441 aims to create a comprehensive isothermal NAAT platform that 

takes a biological sample as input, lyses cells, amplifies nucleic acid sequences from the lysate, and 

provides visual readout of the assay results. Non-electric heating options allow for regulated, elevated 

temperatures optimal for bioassays in environments without the need for external electrical power or 

batteries65,67,425,438,442.  A rapid, low-cost NAAT amenable to point-of-care diagnostics in lower-resource 

settings could significantly expedite identification of pathogens in people, food, and drinking water.  

Here we demonstrate rapid lysis of a suspension of S. aureus using dry-stored ACP, followed by a rapid 

(<5 minutes) electricity-free heat deactivation step, the output of which can be tested directly using 

quantitative PCR (qPCR).  In addition to lysis of S. aureus suspended in Tris buffer, we also demonstrate 

direct qPCR amplification of lysed S. aureus suspended in a human nasal sample. Further, human 

respiratory syncytial virus (RSV) virions suspended in human nasal sample are heat-treated without ACP 

and direct reverse transcriptase PCR (RT-PCR) used to quantify released RNA. In addition to the 

applications demonstrated, this methodology is easily adaptable to any assay that requires a 

temperature step at ~100°C.  

The chemical heaters described here were produced from common laboratory supplies with minimal 

tooling and production steps and could be incorporated into more complex multi-step devices for 

sample pretreatment prior to a bioassay. This approach, when combined with advances in point-of-care 

nucleic acid amplification assays, could enable sample-to-result nucleic acid detection in lower-resource 

settings. 

 

Materials and methods 

Bacterial Culture 

Staphylococcus aureus (strain RN4220 obtained from the Ferric Fang laboratory at the University of 

Washington) was cultured in Tryptic Soy Broth (BD Bacto, Sparks, MD, USA) at 37°C, shaking at 250 rpm. 

Overnight cultures were diluted 1:100 in fresh Tryptic Soy Broth and grown to mid-log phase (OD600 = 

~2).  Cells were spun down at 10,000 g for 3 minutes at 20°C after growth and resuspended in the same 
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volume of Tris buffer (10 mM Tris, pH 8.0) or Tris-EDTA (TE: 10 mM Tris-HCl, 1 mM EDTA, pH 8.0) buffer. 

Cells dilutions used the same buffer. 

 

Virus source and preparation 

Human respiratory syncytial virus (RSV, laboratory strain obtained from the University of Washington 

Clinical Virology Laboratory) was cultured by the UW clinical virology laboratory.  Virions were aliquoted 

at 106 RSV copies per microliter and stored at -80°C. 

 

ACP lysis 

S. aureus cell suspensions (OD600=2) were diluted in Tris or TE 1:1000 to ~106 cfu/mL. The cell 

suspension was added to tubes pre-loaded with ACP (20 U/µL stock, Sigma A3547) to a 3 U/µL (Lot 

041M1380V) or 0.5 U/µL (Lot 031M1468V) final ACP concentration and mixed by gently pipetting up and 

down. Due to lot-to-lot variation of the ACP, 3 U/µL or 0.5 U/µL concentrations were used. The reaction 

was incubated at room temperature (20°C) or 37°C.  ACP was deactivated by placing the tubes in a 

heating block (for experiments varying the heat deactivation time and temperature) or in the chemical 

heater (thermal profiles shown in Figure 110). Lysate tubes were briefly spun at 3000 g to pull 

condensation down from the tube walls before conducting qPCR. 

 

ACP mixture dehydration 

In a 0.2 ml PCR tube, 37% trehalose (TS1M-100, Life Sciences Advanced Technologies, St Petersburg, FL, 

USA) and 20 U/µl ACP were mixed together for a final trehalose concentration of 5% in the mixture and 

a final ACP concentration of 3 U/µl or 0.5 U/µL in the lysate (depending on the lot of ACP). The tubes 

were dried in a vacuum concentrator (miVac DNA, GeneVac, Stone Ridge, NY, USA) at 20°C for 1.5 hours, 

and then stored in a desiccator at 20°C.  For cell lysis, the dried ACP was rehydrated with cell suspension 

following the protocol for ‘ACP lysis’. 

 

Chemical heaters 

This type of heater is based on the exothermic reaction of a magnesium-iron alloy (MgFe) with a 

solution containing sodium chloride (NaCl).  This approach is widely used to warm up portable meals443 

and is capable of releasing heat very quickly. The chemical heaters feature a tube-in-tube design: the 

outer heater tube contains the elements necessary for the exothermic reaction; the inner tube contains 

the dried ACP and sample. The outer heater tube consists of a modified 1.5 mL snap-cap tube (89000-

028, VWR, Radnor, PA, USA), separated from the cap, cut to 26 mm height as measured from the conical 

end, and with a 0.5 mm hole drilled in the side to serve as a vent. The separated cap was drilled with a 

¼” hole for insertion of the sample tube. A 3 cm x 3 cm square of paper towel (Kleenex C-fold towels, 

Kimberly Clark Professional, Roswell, GA) was inserted into the heater tube, followed by 120 mg of the 

solid MgFe fuel (Luxfer Magtech, Cincinnati, OH, USA), 70 mg of NaCl, and a portion of cotton ball (100% 

cotton, Kroger, Cincinnati, OH, USA). The modified heater tube was then fitted with the modified cap 

and pressed into a salvaged section of a Styrofoam shipping container. The heater was activated by 

adding 300 µL of deionized water through the ¼” hole, into which the sample tube (981005, Qiagen, 

Hilden, Germany) was then inserted. Caution should be observed: the MgFe reaction reaches 100°C 
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quickly and produces hydrogen and steam, which should vent from the vent hole. Venting is critical to 

prevent pressure build-up and sample tube ejection. Sample temperature was measured with a type T 

needle thermocouple inserted into a hole drilled in the sample tube cap, recording temperature data 

over time with a data acquisition system (OMB-DAQ-54, Omega Engineering, Stamford, CT, USA). 

 

Figure 108: Device schematic. A: Exploded 
view. The paper towel was inserted into the 
heater tube, followed by the MgFe, NaCl, 
and cotton. Water was added to activate 
heating, after which the sample tube is 
inserted. B: Assembled sectional view. The 
MgFe corrosion reaction heats the sample 
tube. Hot gasses exit the vent upon device 
activation. 

 

 

Bead Beater 

Samples of S. aureus cell suspension (800 μL) were added to 2 mL O-ring screw top tubes (02-682-558, 

Thermo Fisher Scientific, Waltham, MA, USA) with 800 mg beads (9830, Research Products International 

Corp., Mt. Prospect, IL, USA). Tubes were loaded into the bead beater (Mini-Beadbeater-8, Biospec 

Products, Inc., Bartlesville, OK, USA), set to “homogenize”, and run for three 1-minute cycles with a 1 

minute pause between cycles. 

 

qPCR 

For quantification of S. aureus DNA, a commercially available qPCR kit (ELITech Group, Bothell, WA, USA) 

was used. Samples (2 µL) from the bead beater or ACP lysate were used in 20 µL qPCR reactions (Rotor-

Gene Q, Qiagen, Valencia, CA, USA or CFX96 Touch, Bio-Rad, Hercules, CA, USA) using: 50°C hold for 2 

minutes, 93°C hold for 2 minutes, 45 cycles of 93°C for 10 seconds, 56°C for 30 seconds, and 72°C for 15 

seconds, ending with a final elongation step at 72°C for 5 minutes.  Fluorescence data were collected 

during the 56°C step using the orange channel. Genomic DNA copy numbers were determined relative 

to standard curve analysis using purified DNA of known copy number using the qPCR device software. 

The assay was sensitive down to ~10 copies of the target sequence. 

 

qRT-PCR 

For quantification of RSV RNA, UltraSense quantitative RT-PCR assay mix (Life Technologies, Carlsbad, 

CA, USA) was used with primer and probe sequences published previously444. The thermal protocol used 

was: 50°C hold for 15 minutes, 95°C hold for 2 minutes, 40 cycles of 95°C for 15 seconds and 60°C for 55 
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seconds using 20 µl reactions on a CFX96 Touch (Bio-Rad).   Genomic RNA copy numbers were 

determined relative to standard curve analysis using control RSV RNA (American Type Culture Collection 

(ATCC), Manassas, VA, USA) of known copy number. 

 

Clinical sample collection 

Clinical samples were collected from patients following signed parental informed consent from January 

to March 2015 from pediatric patients with suspected influenza infection.  Nylon flocked mid-nasal 

swabs were collected in the hospital or emergency department for influenza and RSV testing. Each swab 

was placed into 750 µl of phosphate buffered saline, 0.05% Tween-20, and 0.01% sodium azide.  The 

diluted nasal swab sample was used for RT-PCR detection of influenza or RSV.  Samples that were 

negative for either influenza or RSV were spiked with laboratory strains of RSV and MSSA to determine 

the impact of the sample composition on direct amplification assays. Seattle Children’s Hospital 

Institutional Review Board approved the sample collection and analysis of specimens. Written consent 

was obtained from a parent or legal guardian, as approved by the Seattle Children’s Institutional Review 

Board, with paper copies given to parent and also maintained under secure storage by the research 

team. 

 

Statistics 

A Student’s t-test was performed comparing 5- and 15-minute ACP data for 20 and 37°C (Figure 109A) in 

Excel (Microsoft, Redmond, WA, USA), comparing temperatures <= 70°C to 80-99°C (Figure 109B), 

comparing fresh and dried ACP results with 105 S. aureus cells, comparing performance of the thermal 

cycler and chemical heater for Tris buffer samples (Figure 111B), and comparing chemical heater and 

thermal cycler results for RNA recovery in Tris Buffer and human nasal sample matrix (Figure 112). Two-

tailed comparisons were used, assuming the data were homoscedastic. 

 

Results and discussion 

As previously mentioned, NAATs that employ ACP lysis operated at 37°C for 10-20 minutes, followed by 

heat deactivation at a controlled temperature, have been demonstrated previously. Here, we compare 

ACP lysis at 20 and 37°C, for 5 and 15 minute incubations, followed by heat deactivation at 99°C. As 

shown in Figure 109A, the amount of recoverable DNA from S. aureus cells was similar for all conditions 

tested (p>0.05). No DNA was detected for either the fresh or dried ACP no-cell control. Figure 109B 

shows performance is dependent on the heat deactivation temperature, with temperatures less than 

80°C performing less well (p<0.0001). Lot 031M1468v ACP only recovered 57% of the amplifiable DNA 

compared to lot 041M1380v at 3 U/µL (activity units were reported by the manufacturer, p=0.005.) 

When lot 031M1468v was used at 0.5 U/µL, the resulting lysis performance was similar to 041M1380v 

at 3 U/µL (p=0.10). No difference in lysis efficiency was observed lysing cells in Tris or TE buffer (p=0.45). 

Heat deactivation of ACP was also found to be robust, with times from one to ten minutes leading to 

similar performance.  
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Figure 109: Optimization of ACP enzymatic lysis and heat-deactivation. A: Influence of varying ACP lysis time and 

temperature on DNA recovery. All ACP lysis conditions resulted in similar DNA recovery (p>0.05). The plotted data 

is the mean ± one standard deviation, with 37°C ACP 15 minute lysis set to 100%, n=3 for ACP lysis conditions, n=2 

for no cell and no lysis controls. B: Comparison of heat deactivation temperatures for two minute ACP lysis at room 

temperature. Deactivation temperatures below 80°C reduced performance (p<0.0001). Data points are mean +/- 

one standard deviation, n=3. Data was normalized to the 99°C data, which was set to 100%. 

 

Based on these data, a chemical heater was designed to heat the sample to over 80°C for over one 

minute from a range of initial ambient temperatures. Shown in Figure 110 are temperatures measured 

in the lysis tube for a heater run either in our laboratory or cold room, with time-temperature profiles 

adequate for ACP deactivation in both cases. The chemical heater reliably exceeds 80°C, and thereby 

deactivates the ACP enzymes in preparation for nucleic acid amplification, even in cold ambient 

conditions. The heater can be expected to reliably heat the samples in warmer ambient conditions due 

to the nature of the exothermic reaction. 

Next, the enzymatic mixture was dried down into a form that can be stored easily and that can be 

rehydrated by the addition of the cell suspension. Fresh and dry ACP performs similarly at room 

temperature with a 5 minute 95°C deactivation step for 105 S. aureus cells (p=0.16.) No DNA was 

detected for either the fresh or dried ACP no-cell control. This dried ACP does not lose activity when 

stored for 4 months compared to fresh ACP (p=0.23).   
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Figure 110: Chemical heater performance in varied 

ambient conditions. The chemical heater was run 

either in laboratory conditions (20°C) or in a cold 

room (4°C). The chemical heater was designed with 

enough MgFe fuel and NaCl to perform well even in 

cold ambient conditions. Solid lines are means, 

dotted lines are ± one standard deviation, n=3. 

 

For lysis with dried ACP and the chemical heater, the device shown in Figure 108 was constructed by 

combining the separately-characterized chemical heater and dry ACP tube. S. aureus cells were lysed in 

the integrated device and the lysate was directly added to a PCR reaction for quantification of the ldh1 

gene. Mechanical cell disruption is effective for difficult-to-lyse microorganisms434, bead beating was 

therefore chosen as a technique for comparison with the prototype devices. Figure 111A shows similar 

performance of the bead beater and the integrated device for each cell concentration tested. Figure 

111B reports the amount of amplifiable DNA recovered using ACP lysis with Methicillin susceptible S. 

aureus (MSSA) in Tris buffer with chemical heat deactivation or thermal cycler, and also chemical heat 

deactivation for MSSA spiked into a patient nasal sample. Here, chemical-heater-powered deactivation 

of ACP performs similarly to deactivation using the thermal cycler (p=0.16). The negative control shows 

very little target DNA is recovered when no MSSA is spiked into the patient sample.  1.5 U/µL ACP 

concentration was tested in addition to 0.5 U/µL, to check whether higher concentrations of ACP would 

be beneficial to account for the additional complexity of the human nasal sample matrix. 
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Figure 111: Lysis of MSSA with dry ACP and chemical heat deactivation in the device of Figure 108. A: Lysis of 

various concentrations of MSSA in Tris buffer. Bead beater DNA recovery is compared to dried ACP lysis at room 

temperature using a chemical heater for enzyme deactivation. The chemically-heated devices perform just as well 

as the bead beater for all concentrations tested. Data is mean ± one standard deviation, n=3. B: MSSA lysis using a 

conventional heater (thermal cycler) and chemical heat deactivation for samples in buffer and in human nasal 

sample matrix. Chemical heaters perform similarly (p=0.08) to thermal cycler-heated tubes for Tris samples. MSSA 

added to human nasal sample matrix was also successfully amplified, with no significant difference compared to 

the Tris buffer thermal cycler-heated data. The negative control shows DNA recovery when no MSSA is spiked in 

the clinical sample. The data were normalized to the Tris thermal cycler, which was set to 100%. Plotted is the 

mean ± one standard deviation, n=3. 

 

With the chemical heater performing well for ACP lysis of bacteria, we wondered if it could also lyse RNA 

viruses. We selected RSV, an enveloped virus that contains a single segmented 15 kb genomic RNA 

fragment per virion445.  We compared lysis of RSV virions in Tris buffer or in an RSV-negative human 

nasal sample matrix by a thermal cycler to chemical heaters. The thermal cycler and chemical heater 

performed nearly identically when RSV was in Tris buffer (p=0.94, Figure 112).  When RSV was spiked at 

a known concentration into a clinical sample that previously tested negative, the thermal cycler and 

chemical heater performed similarly as well (p=0.62, Figure 112). Overall, we conclude that the chemical 

heater is also an effective tool for RSV lysis. 
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Figure 112: Lysis of RSV in Tris and human nasal 

sample matrix with thermal cycler and chemical 

heater heat deactivation. Equal concentrations of 

RSV in Tris buffer or human nasal sample matrix 

were lysed for 5 minutes then analyzed by qRT-PCR.  

Output is reported by percent amplifiable RNA, 

with thermal cycler data set to 100%.  Data is mean 

± one standard deviation, n=6 for Tris Buffer, n=5 

for clinical sample. 

 

Conclusions 

Here we have demonstrated effective, rapid nucleic acid extraction from S. aureus and RSV. The method 

works in the presence of a clinically-obtained human nasal sample. S. aureus is a relatively hard-to-lyse 

gram-positive pathogen, so these results highlight the robustness of the lysis method. RSV is a common 

childhood RNA virus, showing one potential application of the lysis method to a clinically-relevant 

diagnostic application. This method uses dried reagents compatible with non-refrigerated storage and a 

disposable chemical heat source for enzyme deactivation. No additional infrastructure or external 

processing was required before nucleic acid amplification. The total list price for the consumables 

(Eppendorf tubes, paper towel, cotton balls, NaCl, MgFe) used to construct the prototype heaters is less 

than $0.41. Purchasing these items at larger quantities will likely reduce the cost. The only tools used to 

build the prototype heater were a razor blade, a drill press, drill bits, a ruler, and a scale to weigh the 

components. In addition to being a laboratory tool that many could build themselves, it would be 

straightforward for a manufacturer to make modified tubes for this type of application.  

This work was performed with low-resource clinical settings in mind; however, this method is a generic 

tool compatible with any process (lysis or not) that requires heat.  Such processes include the use of 

proteinase K or NaOH for relatively quick cell lysis in limited-resource laboratory settings, animal 

facilities, or for environmental sample analysis.  Heat alone is sufficient to lyse many organisms446, to 

perform heat-shock antigen-antibody dissociation447, or to denature nucleic acid complexes or proteins. 

This method is ideal for thermal lysis31 of E. coli or other organisms that lyse at elevated temperature, 

which could enable quick screening of plasmid cultures. 

We expect that this method and other sample preparation techniques in development by our 

group230,244,441 will help enable the expansion of the next generation of point-of-care diagnostics assays 

to areas without access to traditional diagnostic infrastructure. 
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8. One-step purification and concentration of DNA in porous membranes for point-of-care 

applications (Byrnes et al. LOC, 2015) 

S. A. Byrnes, J. D. Bishop, L. Lafleur, J. R. Buser, B. Lutz, and P. Yager  

 

Abstract 

The emergence of rapid, user-friendly, point-of-care (POC) diagnostic systems is paving the way for 

better disease diagnosis and control.  Lately, there has been a strong emphasis on developing 

molecular-based diagnostics due to their potential for greatly increased sensitivity and specificity.  One 

of the most critical steps in developing practical diagnostic systems is the ability to perform sample 

preparation, especially the purification of nucleic acids (NA), at the POC.  As such, we have developed a 

simple-to-use, inexpensive, and disposable sample preparation system for in-membrane purification and 

concentration of NAs.  This system couples lateral flow in a porous membrane with chitosan, a linear 

polysaccharide that captures NAs via anion exchange chromatography. The system can also substantially 

concentrate the NAs.  The combination of these capabilities can be used on a wide range of sample 

types, which are prepared for use in downstream processes, such as qPCR, without further purification. 

 

Introduction 

According to the WHO, the types of diagnostics used around the world have been shifting from 

traditional laboratory-based tests, such as ELISA and qPCR, to rapid test formats; the aim is to 

deliver diagnosis at the point-of-care (POC).  From 1999 to 2009, the proportion of HIV rapid 

tests procured globally increased from ~35% to over 80%26.  This trend reached a peak in 2007 

with over 95% of procurements being of the rapid test variety26.  Although this trend is 

encouraging, there is still a gap in the availability of accurate diagnostics for the POC. 

According to the 2010 Global Burden of Disease study, four of the top ten causes of death world-

wide are attributed to communicable diseases, which disproportionally affect low resource 
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settings (LRS)426–428.  Of these top ten, number four is lower respiratory infections and seven is 

diarrhea426–428.  Each of these conditions can be caused by multiple pathogens; without a proper 

diagnosis, accurate treatment cannot be provided.  In developed settings, these diagnoses are 

often performed through nucleic acid (NA) detection.  The use of NA for disease diagnosis offers 

multiple advantages including increased sensitivity, the ability to multiplex, and epidemiological 

tracking of disease transmission and drift via NA sequencing.  These approaches, however, are 

not available at the POC because they often rely on sample pre-treatment techniques that 

require expensive equipment and highly trained personnel.   

Common methods of DNA purification used in both laboratory settings and tests designed for 

the POC often rely on one of three general mechanisms: solid-phase extraction, electrostatic 

interactions, or sequence-specific capture.  One of the most widely used techniques is solid-

phase extraction (SPE) with silica particles.  Pioneering work by Boom et al. demonstrated a 

“rapid and simple” method for nucleic acid purification using chaotropic agents, ethanol, and an 

acidic silica slurry.  Their method cited a total assay time of less than one hour for greater than 

50% recovery of DNA83.  The current gold standard Qiagen kit utilizes a similar technique with 

silica particles embedded in a centrifugal filter for NA isolation from complex samples.  Other 

common laboratory techniques rely on NA precipitation in the presence of solutions with high 

alcohol content84.  Although these traditional methods are well characterized and reliable, they 

often require expensive laboratory equipment and highly trained laboratory technicians, limiting 

their availability in the developed and developing world to centralized facilities and hospitals.   

Over the last 20 years, the field of microfluidics has aimed to address and overcome the gap 

between laboratory capabilities and POC systems through the development of single-use, plastic 

microfluidic chips29.  There have been numerous publications about the wide range of 

applications for these chips including cell lysis and NA purification30,31, sample concentration32, 

immunoassays33–35, and NA amplification36,37.  Gubala et al. extensively reviewed many of these 

pioneering applications38.   

In the microchip format, NA purification for the POC often adapts techniques from traditional 

laboratory methods.  For example, multiple groups have published on the use of SPE 

membranes in microfluidic devices215–218.  The Klapperich group embedded silica particles in a 

porous polymer monolith (PPM) within microfluidic channels to combine DNA purification from 

complex samples with on-chip PCR59,60,219.  The Bau group designed a sample-to-answer 

polycarbonate cassette with on-chip reagent storage for NA isolation using a silica membrane61.  

There has also been initial work published on the use of sequence-specific capture for isolating 

NA targets in microfluidic chips93,94. 

Another widely used technique for DNA purification in microfluidic devices exploits the negative 

charge of DNA molecules; DNA can associate with coated magnetic beads85,86, cationic 

polymers87–89 or resins448, and can be separated through electrophoretic methods90–92.  The 

Landers group utilized chitosan, a cationic polymer, to selectively isolate NAs in a microchip from 

complex solutions52,221,222,449.  Chitosan is a linear polymer comprised of linked sugar rings with a 

primary amine functional group on each monomer.  Below its pKa (6.3-6.5223) the amine is 

protonated, and the polymer becomes polycationic.  At higher pH values, the amine is 
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deprotonated and returns to an uncharged state.  This charge reversal enables a controllable 

electrostatic attraction between NAs and chitosan at low pH values that can be reversed through 

a buffer exchange.  Early work with the chitosan-NA interaction focused on NA compaction and 

delivery for gene therapy applications224–226.  Although many of the above microchip-based 

systems show promise for translation to realistic POC systems, there is a drawback to their 

implementation due to the use of potentially expensive equipment for operation (e.g.: syringe 

pumps).  Devices that require this type of equipment have limited usability in POC settings such 

as a patient’s home or rural health clinics in the developing world.  Due to these constraints, 

many groups have begun to focus on an alternative platform for diagnostics: porous 

membranes. 

The use of porous membranes, or paper-based substrates, as a platform for bioassays dates back 

to the 1930s with the development of paper chromatography39–41.  In the mid to late-1970s the 

home-based pregnancy test brought paper-based diagnostics to the POC42–44.  More recently, 

George Whitesides’ group began patterning cellulose paper to simultaneously detect glucose 

and proteins in urine samples45.  The field has also evolved beyond one-dimensional lateral flow 

systems to include two-dimensional paper networks (2DPN)46, which offer advantages such as 

the ability to perform complex, multi-step processes47, the sequential timed delivery of 

reagents46,48, and compatibility with various detection techniques49.  Porous-membrane-based 

assays do not require mechanical pumps because capillarity wicks fluids into and through the 

paper52.  These devices are also inexpensive, easy to manufacture, and disposable, making them 

ideal candidates for POC tests.  Two recent reviews detail the use of porous membrane-based 

microfluidics for diagnostic devices53 and the translation of multi-step processes from laboratory 

gold-standard techniques to paper-based systems55. 

There is still a significant gap in translating NA tests to paper platforms, especially those that 

may require NA purification and concentration.  Mariella et al. noted that few paper-based 

devices have developed reliable solutions for the use of NA in paper-based formats58.  Recent 

publications have detailed systems that isolate NAs using commercially available extraction 

membranes such, as FTA or Fusion 596,97, or chromatography paper71.  Although these 

membranes do selectively isolate NAs, they have only been demonstrated in conjunction with 

plastic microchips or require minimal equipment with multiple user steps.   

Furthermore, sample concentration can be an additional critical step in the NA purification 

process, especially for environmental testing where only a few targets may be present in large 

volumes (mL to L) of sample.  As such, an ideal porous membrane-based NA purification system 

should also substantially concentrate the target. 

In this work, a novel DNA purification and concentration system that uses the linear 

polysaccharide chitosan was developed in porous membrane substrates for POC applications.  It 

is well known that surfaces can be modified with polymers to engineer or control surface 

properties such as charge227,228; we’ve used these principles to investigate  chitosan’s interaction 

with two different porous membranes.  Second, the capacity of different membranes for the 

polymer and polymer retention during lateral flow were measured.  These steps provide a 

quantitative method for determining the capacity for DNA binding of chitosan-coated 
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membranes.  Finally, on the basis of this method, a system was developed and tested using 

porous membranes to simultaneous purify and concentrate DNA from complex samples 

containing high protein content, excess non-target DNA, and blood.  Further, the purification 

system uses a novel, one-step, sequential reagent delivery mechanism developed in the Yager 

and Lutz labs139,229 that directly translates to a simple, one-step user experience; this further 

supports the feasibility of this system for use in POC applications. 

Materials and Methods 

Reagent preparation 

All reagents were prepared with sterile molecular biology grade water (Thermo Fisher Scientific, 

Waltham, MA).  Low molecular weight chitosan oligosaccharide lactate (average MW 5000), 

mucin from porcine stomach Type III, sodium chloride, Tris-HCl, and MES were purchased from 

Sigma Aldrich (St. Louis, MO).  Pulse-field-certified agarose, sample loading dye, SYBR Gold gel 

stain, and DNA ladders were purchased from BioRad (Hercules, CA).  A 10x stock of TBE buffer 

was purchased from Thermo Fisher Scientific (Waltham, MA).  Human genomic DNA (gDNA) was 

purchased from Promega (Madison, WI).  The 50 mM MES DNA capture and wash buffers were 

prepared in sterile water and the pH was adjusted to 5.  The 50 mM Tris DNA elution buffer was 

prepared in sterile water with red food coloring (Safeway, Pleasanton, CA) to track fluid flow; the 

pH was adjusted to 9.  The simulated nasal matrix (SNM) was prepared as previously 

described230.  Defibrinated sheep’s blood was purchased from Hemostat Laboratories (Dixon, 

CA). 

 

Device patterning and construction 

All porous membranes and test card materials were cut using a CO2 laser (Universal Laser Systems, 

Scottsdale, AZ).  Untreated, backed, 5-10 µm pore diameter nitrocellulose (NC) membranes (FF80HP, GE 

Healthcare Life Sciences, Niskayuna, NY) and untreated, unbacked, 10-100 µm pore diameter glass fiber 

(GF) membranes (Standard 17, GE Healthcare Life Sciences, Niskayuna, NY) were patterned with 

chitosan.  Test cards were made with 0.254 mm-thick Mylar backing with adhesive (10 mil AC Melinex, 

Fralock, Valencia, CA) and cellulose wicking pads (CFSP223000 Millipore, Millipore, Billerica, MA) for 

waste fluid uptake. 

The nitrocellulose and glass fiber membranes were patterned with a low molecular weight chitosan 

solution prepared in 50 mM MES at pH 5 using a piezoelectric noncontact printer (SciFLEXARRAYER S3, 

Scienion AG, Berlin, Germany).  After printing, the membranes were stored in a desiccator.  Membranes 

patterned with fluorescently tagged chitosan were also wrapped in foil to protect them from light and 

photobleaching. 

 

SEM of porous membranes 

All images were collected using an FEI Sirion electron microscope and samples were Au/Pd sputter 

coated (SPI Module Control, Structure Probe, Inc., West Chester, PA, USA) with an estimated 12 nm 

Au/Pd.  A 5 kV beam was used for imaging (Fig. S1).  Using these images, membrane surface area was 

estimated by representing the features as spheres and cylinders to simplify calculations.  The calculated 

surface areas per volume of nitrocellulose and glass fiber were 2.0 µm2/µm3 and 0.19 µm2/µm3, 
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respectively.  These calculated values are consistent within an order of magnitude with other published 

values231,232.   

 

Fluorescent labeling of chitosan 

Chitosan was fluorescently labeled using the commercially available 488 or 594 Amine-Reactive Dye Kit 

from Thermo Scientific (Logan, UT).  Chitosan was dissolved in 50 mM MES at pH 5 to make a 1% w/v 

solution.  After a one-hour incubation at room temperature with the amine-reactive dye, the chitosan 

was purified by precipitation using 5 M NaOH followed by centrifugation at 9400g for 3 minutes.  The 

precipitated chitosan was re-dissolved in 50 mM MES and the pH was adjusted to 5 to prepare it for 

reagent patterning.  The solution was stored in the dark at 4°C for up to one month. 

 

Purifying and fluorescent labeling of DNA 

All DNA was purified from freshly cultured methicillin-sensitive Staphylococcus aureus (MSSA, strain 

RN4220) bacterial cells.  The DNA was purified using the commercially available Qiagen Gentra Puregene 

Kit (Qiagen, Valencia, CA) with a slightly modified protocol.  During the lysis step, 50 µL of lysostaphin 

(100 µg/mL) was added with the recommended 1.5 µL of Lytic Enzyme Solution provided by the kit.  

Purified DNA was resuspended in 20 µL of sterile water and incubated for 20 minutes at 65°C to 

complete resuspension.  The final DNA concentration was calculated by qPCR (described below). 

After purification, DNA was fluorescently labeled using the Alexa Fluor 488 or 594 ARES DNA Labeling Kit 

(Life Technologies, Carlsbad, CA) with a slightly modified protocol.  During the initial nick translation 

step, the concentration of each of the dNTPs was 0.5 mM.  After labeling, the final concentration of the 

fluorescent DNA was determined using qPCR for the ldh-1 gene.   

 

Pulse field gel electrophoresis for DNA fragment size 

Pulse field gel electrophoresis (PFGE, Fig. S2) was used to determine the fragment size of DNA both 

before and after purification with chitosan in-membrane.  A 1.0% agarose gel was prepared in 0.5x TBE 

buffer and set overnight at 4°C.  Gels were run using the BioRad CHEF Mapper XA System (BioRad, 

Hercules, CA) in a cold room (4°C) in 0.5x TBE running buffer.  Agarose plugs containing the high 

molecular weight S. cerevisiae DNA ladder were loaded into the gel before submerging in running 

buffer.  Liquid samples were added to the gel with sample loading buffer.  The “Auto-Algorithm” 

function was used with an input size range of 100 kbp to 2200 kbp.  Gels were stained with 2x SYBR Gold 

in running buffer (limit of detection ~108 copies) for 20 minutes with shaking followed by 10 minutes of 

de-staining in DI water.  Gels were imaged with the BioRad Gel Doc EZ System (BioRad, Hercules, CA). 

 

qPCR for MSSA ldh-1 gene 

DNA recovery was quantified with a qPCR kit for the ldh-1 gene provided by the ELITechGroup 

(ELITechGroup Molecular Diagnostics, Bothell, WA).  The 20 µL reactions were run on a Rotorgene real-

time PCR instrument (Qiagen, Valencia, CA) using the following protocol: 50°C hold for 2 minutes, 93°C 

hold for 2 minutes, 45 cycles of 93°C for 10 seconds, 56°C for 30 seconds, and 72°C for 15 seconds, 

ending with final elongation step at 72°C for 5 minutes.  Fluorescence data were collected during the 

56°C annealing step in the orange channel.  The qPCR results were analyzed using the automated 



www.manaraa.com

threshold cycle (CT) value calculation in the Rotorgene software (Qiagen, Valencia, CA).  This assay is 

sensitive down to ~101 copies of the target sequence.  The red dye or up to 0.5% blood in the elution 

buffer do not significantly interfere with the qPCR signal (Fig. S3). 

Chitosan interactions with porous membranes 

 

 

Porous membrane capacity for chitosan 

To determine the capacity of each membrane for chitosan, small punches (radius = 2.4 mm) were taken 

from sheets of nitrocellulose and glass fiber.  These punches were filled to capacity for nitrocellulose 

and glass fiber, 1.81 or 7.56 µL, respectively, with varying concentrations of fluorescent chitosan in 

solution to produce different chitosan concentrations in the membranes.  Here, chitosan concentration 

is defined as µg of chitosan per µm2 of membrane surface area (µg/µm2), assuming even coating on all 

surfaces.  The membranes were placed in clear Petri dishes and incubated in a dark chamber at 95% 

relative humidity for 24 hours to allow equilibration of chitosan adsorption to the membrane.   

After incubation, the membranes were imaged wet to determine a baseline fluorescence signal for the 

input amount of chitosan.  Next, the membranes were washed with 1x volume capacity of 50 mM MES 

at pH 5 and fluid was wicked away via a cellulose waste pad to remove unadsorbed chitosan.  The 

membranes were re-wet with 50 mM MES at pH 5 and imaged a second time to track the loss in 

fluorescent signal.  The loss of chitosan was measured as the difference between the baseline 

fluorescence and the post-wash fluorescence of the coated membranes. All fluorescence images were 

captured using an Axiovert fluorescence microscope (Zeiss, Thornwood, NY) fitted with a Retiga 1300i 

digital CCD camera (Quantitative Imaging Corporation, Surrey, BC, Canada).  Images were taken with 

MicroManager software233 using a 50 ms exposure and 2.5x objective.     

Chitosan adsorption was calculated as the percent change in the integrated fluorescence intensity over 

the entire patterned region from pre- to post-wash conditions (1).  These intensity values were 

measured using ImageJ234. 

   

       % 𝑎𝑑𝑠𝑜𝑟𝑏𝑒𝑑 =  
𝑓𝑙𝑢𝑜𝑟𝑒𝑠𝑐𝑒𝑛𝑐𝑒𝑝𝑜𝑠𝑡−𝑤𝑎𝑠ℎ

𝑓𝑙𝑢𝑜𝑟𝑒𝑠𝑐𝑒𝑛𝑐𝑒𝑝𝑟𝑒−𝑤𝑎𝑠ℎ
 𝑥 100%            (𝟏) 

 

For both membranes, the chitosan concentrations tested ranged from 0 to 3.6x10-8 µg/µm2.  The upper 

limit of chitosan concentration for each membrane was bounded by the solubility of chitosan in buffer 

(50 mM MES, pH 5), the volume capacity, and the pore surface area of the membrane.  Membrane 

capacity was determined by plotting the percent of chitosan adsorbed to each surface against the input 

chitosan concentration (in µg/µm2) (Fig. S4C).  These capacities were further verified by theoretical 

calculations based on the length of the chitosan polymer and the membrane surface areas; see the 

Supplementary Information (Fig. S4A and Fig. S4B) for the full calculations. 

 

Chitosan retention in porous membranes during flow 

To determine the retention of chitosan in each porous membrane during flow, a 2.5 mm long by 10 mm 

wide region of each membrane was patterned with fluorescent chitosan.  Three concentrations were 



www.manaraa.com

tested to determine if retention during flow was concentration dependent.  The three tested 

concentrations for both membranes were based on the results of the previous adsorption studies.  The 

concentrations in the patterned regions were 4.5x10-10, 8.9x10-10, and 1.3x10-9 µg/µm2 for nitrocellulose 

and 8.9x10-10, 1.8x10-9, and 2.7x10-9 µg/µm2 for glass fiber. 

The patterned membranes were attached to 10 mil thick Mylar backing with adhesive (10 mil AC 

Melinex, Fralock, Valencia, CA) for ease of handling. An untreated cellulose pad (CFSP223000 Millipore, 

Billerica, MA), cut using the CO2 laser cutter, was used as a waste collection reservoir.  Before the 

initiation of flow, the chitosan regions on each membrane were wetted with 50 mM MES at pH 5 and 

excess unadsorbed chitosan were removed via wicking with a cellulose waste pad through the thickness 

of the membrane.  This step was important to decouple the loss of chitosan due to incomplete 

adsorption to the membrane from the loss of chitosan during lateral flow.   

To test chitosan retention during flow, two solutions were sequentially wicked through the membrane.  

These solutions were the DNA capture and elution buffers, which were selected to mimic an actual DNA 

purification experiment.  The volume of the solutions was set to 2x the fluid capacity of the membrane 

(120 µL total for nitrocellulose and 500 µL total for glass fiber).   

Dimensions of the patterned region and the fluorescence intensity of the chitosan were measured in 

ImageJ from uncompressed, time-lapse videos acquired using HandyAVI (AZcendant, Tempe, AZ, USA) in 

a humidified, light-tight box illuminated with two blue LEDs.  Videos were captured using a web camera 

(Logitech, Fremont, CA) fitted with a 550 nm high-pass filter (FEL0550, Thor labs, Newton, NJ).  The 

fluorescence intensity of the chitosan during flow was normalized to the initial wetted intensity to 

determine the percent of polymer retained in the membrane during flow.   

DNA purification and concentration in porous membranes using chitosan 

Chitosan is a linear polysaccharide with a primary amine functional group on every monomer.  In 

solutions buffered below the polymer’s pKa, 6.3-6.5223, the primary amine is protonated, resulting in a 

multivalent cationic polymer.  In its protonated form, chitosan binds DNA and RNA via electrostatic 

interactions.  When exposed to a solution above the pKa, the primary amines are deprotonated and this 

electrostatic attraction is lost, resulting in release of nucleic acids (Fig. 1) 
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Figure 113: DNA purification in porous membranes 

using chitosan.  A) Schematic and images from a 

purification experiment in nitrocellulose.  The DNA 

(green) is initially seen as a smear.  As it reaches the 

chitosan region, DNA stops flowing and becomes 

concentrated.  Once DNA is eluted, it remains 

concentrated.  B) Schematic of a membrane surface 

patterned with chitosan (red).  In solutions with a pH 

below 6.3, the primary amines on each monomer 

become protonated and can bind DNA.  When the pH 

is increased above the amine pKa, the charge on the 

polymer returns to neutral and DNA is released.   

Note that the quantum efficiency of the label 

changes with pH and immobilization.                          

 

To evaluate the ability of chitosan to purify and concentrate DNA in paper, 60 x 10 mm membranes 

were patterned with chitosan in 50 mM MES at pH 5.  The patterned region was set to an area 2.5 mm 

long by 10 mm wide to remain consistent with the chitosan retention experiments.  Based on the 

capacity and retention experiments, the chitosan concentrations in nitrocellulose and glass fiber were 

set to 1.3x10-9 and 1.8x10-9 µg/µm2 (± 5%), respectively. 

 

Chitosan capacity for DNA and DNA concentration factor 

Chitosan’s capacity for DNA in both nitrocellulose and glass fiber was determined by increasing the 

concentration of DNA in the input sample until a decrease in the relative amount of DNA recovered was 

observed by qPCR.  The range of input DNA concentrations tested in both membranes was between 

1x105 copies (0.3 ng) to 4x108 copies (1200 ng) of fragmented MSSA DNA purified from cells.  On 

average, the target DNA was less than 250-300 kbp long; larger DNA fragments are unable to flow 

through the pores of the membranes (Fig. S2).   

For these experiments, DNA was spiked into 100 µL of DNA capture buffer.  This solution was wicked 

into the membrane, followed sequentially by 100 µL of wash and elution buffers for NC, and 250 µL of 

wash and elution buffers for GF to accommodate for the higher fluid capacity.  These experiments were 

run in a humidified chamber to reduce effects from evaporation. 

DNA was recovered post-elution by placing the membrane in a centrifugal filter tube (0.45 µm Nylon 

centrifugal filters, VWR, Radnor, PA) and centrifuging for 3 minutes at 10,000g (Fig. S6).  These elution 

volumes were measured and the target DNA concentration was determined by qPCR.  

Concentration effects were measured by adding 1x105 to 1x106 copies (0.3 to 3 ng) of DNA into 100, 

200, 500, 1000, or 2000 µL of capture buffer.  These solutions were wicked through a membrane 

patterned with chitosan followed sequentially by either 100 µL for NC or 250 µL for GF of DNA wash and 

elution buffers.  Post-elution, the DNA purification efficiency (% recovery) was quantified by qPCR.  The 
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concentration factor was calculated as the initial input volume divided by the measured elution volumes 

times the % recovery (2).    

       𝐶𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝐹𝑎𝑐𝑡𝑜𝑟 =  
𝐼𝑛𝑝𝑢𝑡 𝑣𝑜𝑙𝑢𝑚𝑒

𝐸𝑙𝑢𝑡𝑖𝑜𝑛 𝑣𝑜𝑙𝑢𝑚𝑒
 𝑥 100%            (𝟐) 

 

Recovery of DNA from complex samples 

To determine the ability of a porous membrane pre-loaded with chitosan to purify DNA, approximately 

1x105 to 1x106 copies of MSSA DNA was diluted into 100 µL of DNA capture buffer.  The sample was 

wicked into the patterned membrane followed by wash and elution buffers, as described above.  In 

addition to purification of DNA in water, the experiment was repeated with 1 µg BSA, 0.1% w/v mucins, 

1% w/v mucins, up to 1000x non-target human gDNA, and 1% or 10% SNM to mimic more complex 

solutions.  The percent recovery for each sample was determined by qPCR.  These experiments were run 

in a humidified chamber to reduce effects of evaporation. 

 

DNA purification from blood samples 

Nucleic acid purification using chitosan patterned in porous membranes was also used to purify and 

concentrate DNA from blood samples.  Often, blood preparation procedures require multiple user steps 

and removal of blood components that can inhibit downstream amplification reactions, notably 

heme243.  From 15 to 50 µL of defibrinated sheep’s blood was spiked into sample volumes ranging from 

100 µL to 2000 µL.  These samples were wicked into porous membranes patterned with chitosan 

followed by sequential delivery of wash and elution buffers, as described above.  The purified DNA was 

analyzed by qPCR.  These experiments were run in a humidified chamber to reduce effects of 

evaporation. 

 

Statistics 

All statistics were run using the open-source statistical package R (64 bit, version 3.0.2)450. 
 

Results and Discussion 

Chitosan interaction with porous membranes 

Porous membrane capacity for chitosan 

In this work, we aimed to demonstrate a simple, porous membrane-based device that purifies 

and concentrates DNA from complex samples. We started with determining the amount of 

chitosan available to bind DNA when patterned onto different porous membranes. The amount 

of available chitosan should depend on its adsorption to the porous membrane.   

For all concentrations tested in nitrocellulose, the amount of input chitosan that adsorbed to the 

membrane was above 90%, indicating that the membrane was not fully saturated with polymer.  

This same trend was not observed for glass fiber; at concentrations at or below 3.6x10-9 µg/µm2, 

the percent of input chitosan adsorbed remained high. At concentrations above 3.6x10-9 

µg/µm2, the percent adsorbed dropped, indicating that the membrane capacity had been 

reached (Fig. S4C).  These results are consistent with our understanding of the physical 

properties of these porous membranes; the high surface area of the nitrocellulose, with its small 

pores and features, provides a higher capacity (experimentally determined capacity: 3.3x10-8 
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µg/µm2) for polymer adsorption than the coarser glass fiber (experimentally determined 

capacity: ~5.4x10-9 µg/µm2).  This difference between nitrocellulose and glass fiber may be due 

to the way chitosan adsorbs to different surfaces.  This data suggests that only a few monomers 

of the chitosan chain adsorb to nitrocellulose allowing more space for additional molecules to 

adsorb.  In glass fiber, on the other hand, a larger fraction of the total polymer might bind to the 

surface restricting the space available for other molecules to bind (Fig. S4A). 

These empirical capacities were further supported by theoretical calculations that predict the chitosan 

capacity of nitrocellulose should be between 9.7x10-10 and 3.3x10-8 µg/µm2.  An adsorption capacity was 

not observed for the concentrations tested, up to ~3.3x10-8 µg/µm2, which is at the maximum of the 

theoretical range.  Based on the theoretical calculations and empirically determined capacities, the 

chitosan coverage of the nitrocellulose surface was ~100% of the theoretical geometric monolayer 

coverage  (Fig. S4B).  For glass fiber, the theoretical capacity for chitosan should be between 9.5x10-10 

and 3.2x10-8 µg/µm2.  The experimentally measured capacity for glass fiber falls within the lower range 

of the theoretical values and approximates to ~15% of the theoretical geometric monolayer coverage 

(Fig. S4B).  Using these conditions, there is a monolayer of chitosan coverage on the nitrocellulose 

surface and less than a monolayer on glass fiber surface.  The upper limit of chitosan concentration 

tested for each membrane was bounded by the solubility of chitosan in buffer (50 mM MES, pH 5) and 

the volume capacity of the membrane. 

 

Chitosan retention in porous membranes during flow 

The total amount of chitosan available for DNA binding (Table 1) is determined by the amount 

patterned onto the membrane minus losses from incomplete adsorption, described above, and 

capillary flow, described below. 

 

Table 18: Final chitosan concentration in each membrane after accounting for losses from incomplete adsorption and flow.  
*The “mean final concentration” is based on the average percent adsorbed and retained.  **The “Range final concentration” 
is based on the standard deviations for the percent retained during flow. 

Input Concentration (µg/µm2) % adsorbed % retained 
Mean final concentration* 

(µg/µm2) 
Range final concentration** 

(µg/µm2) 

Nitrocellulose 

4.5 x10-10 89 % 83 % 3.3x10-10 3.3x10-10 – 3.4x10-10 

8.9x10-10 85 % 74 % 5.6x10-10 5.4x10-10 – 5.7x10-10 

1.3x10-9 91 % 71 % 8.6x10-10 8.3x10-10 – 9.0x10-10 

Glass Fiber 

8.9x10-10 79 % 89 % 6.3x10-10 5.4x10-10 – 7.1x10-10 

1.8x10-9 58 % 71 % 7.3x10-10 6.8x10-10 – 7.8x10-10 

2.7x10-9 40 % 82 % 8.7x10-10 8.1x10-10 – 9.4x10-10 

 

After characterizing the membrane capacity for chitosan, the effects of capillary flow on chitosan 

retention were measured.  The three tested concentrations for nitrocellulose were 4.5x10 -10, 8.9x10-10, 

and 1.3x10-9 µg/µm2 and for glass fiber were 8.9x10-10, 1.8x10-9, and 2.7x10-9 µg/µm2.  The concentrations 

vary in nitrocellulose and glass fiber due to the different surface areas of each membrane.  These values 

were based on high, medium, and low concentrations from the adsorption studies detailed above.  

Retention of chitosan in nitrocellulose is slightly concentration-dependent, with larger concentrations of 

patterned chitosan losing a higher percentage during flow (Fig. 2A).  For glass fiber, this trend is not 

observed.  The loss of chitosan due to flow does not appear to be concentration-dependent (Fig. 2B). 
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Figure 114: Chitosan retention during flow after accounting for losses due to incomplete 

chitosan adsorption.   A) In nitrocellulose, retention during flow appears to be slightly 

concentration dependent.  B) In glass fiber all three tested concentrations resulted in 

similar losses due to flow.  The average retention (N=6) with +/- one standard deviation 

is plotted for each time point. 

 

DNA purification and concentration in porous membranes using chitosan 

 

Chitosan capacity for DNA and DNA concentration factor 

Chitosan capacity for DNA in nitrocellulose and glass fiber was evaluated after optimizing 

adsorption and retention. The capacity for DNA in nitrocellulose was 1.9x106 copies of DNA/µg 

of chitosan (c/µg) (95% CI: 2.9x105 to 3.5x106 c/µg).  The capacity for DNA in glass fiber was 

9.9x106 c/µg (95% CI: 5.9x106 to 1.4x107 c/µg) (Fig. 3).  These results are calculated using the 

mean final chitosan concentration from Table 1, which accounts for losses due to incomplete 

adsorption and retention.  These data show that chitosan has a higher capacity for DNA in glass 

fiber than in nitrocellulose.   

 



www.manaraa.com

 

Figure 115: Capacity of chitosan for DNA in 

nitrocellulose (blue) and glass fiber (red) over a 

range of input concentrations (N=6 for each 

point) after normalization for membrane 

surface area.  The capacity of chitosan for DNA 

is 1.9x106 c/µg (95% CI: 2.9x105 to 3.5x106 

c/µg) in nitrocellulose and 9.9x106 c/µg (95% 

CI: 5.9x106 to 1.4x107 c/µg) in glass fiber.   

 

The smaller pores (10 µm) and higher surface area per volume (2.0 µm2/µm3) of nitrocellulose 

adsorbs more chitosan than glass fiber; but these results indicate that only a proportion of the 

chitosan is available for DNA binding in nitrocellulose.  The chitosan used in this study was small, 

~5000 MW.  This size may allow polymer to integrate into the smallest pore features of 

nitrocellulose, some of which may be inaccessible to large DNA fragments (100s kbp), causing a 

high membrane capacity for the chitosan and a lower than expected binding capacity for DNA.  

Further, chitosan may hinder convective transport in the smaller pore features (or block flow 

completely) in nitrocellulose, reducing or preventing flow of DNA-containing sample through 

these membrane regions.  On average, the pore features in glass fiber are larger (10-100 µm) 

and the material has a lower surface area per unit volume (0.19 µm2/µm3) than nitrocellulose 

(2.0 µm2/µm3).  This reduced surface area lowers the overall chitosan capacity of the membrane, 

but may allow more of the chitosan to be available for DNA binding. 

Using these results, the calculated ratio of positive (chitosan) to negative (DNA) charges when 

the system has reached its maximum capacity for DNA indicates that there is less than a 

monolayer of nucleic acid bound to the chitosan in both nitrocellulose and glass fiber (Fig. S5).  

These calculations assume that a full monolayer of DNA would equate to an equal ratio of 

charges at the DNA-chitosan binding capacity; see the Supplementary Information for the full 

calculations.  Further, these estimates and calculations assume all of the chitosan patterned in 

the membrane, after accounting for losses presented in Table 1, is available for DNA binding.  

More reasonably, only some percentage would be available because some of the polymer is 

interacting with the membrane surface, potentially rendering it unavailable for DNA binding.  

Additionally, both of these membranes have a range of pore size features and some fraction of 

the polymer may be trapped in the smallest of these features preventing it from interacting with 

DNA.  Both of these scenarios further support the calculations that there is less than a 

monolayer of nucleic acid bound to the chitosan in each membrane. 

To enable broader use of these methods, the DNA capacities of each membrane have been 

converted to other common units (Table 2).  Using the membrane capacity for chitosan and the 

chitosan capacity for DNA, this method can be adapted to capture and concentrate DNA from a 

variety of samples based on the expected amount of total nucleic acids. 
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Table 19: Chitosan capacity in nitrocellulose and glass fiber.  
*Assuming average DNA fragment size of 2.0x10

5
 bp. 

**E. coli O157:H7, genome length 5.4x10
6
 bp. 

***MSSA RN4220, genome length 2.8x10
6
 bp. 

Capacity per µg chitosan Nitrocellulose Glass Fiber 
copies DNA* 1.9x106 9.9x106 

# bp* 3.8x1011 2.0x1012 

ng DNA* 0.4 2.2 
# E. coli bacteria**  7.0x104 3.7x105 

# MSSA bacteria***  1.4x105 7.1x105 

 

The maximum DNA concentration factors achieved with chitosan in nitrocellulose and glass fiber were 

13.3x and 12.3x, respectively (Fig. 4B).  These results are based on the input sample volume and the 

purification efficiency of DNA since each membrane type yielded a specific elution volume.   
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Figure 116: DNA concentration effects in 

nitrocellulose and glass fiber.  A) Experimental 

schematic.  B) Concentration factor from various 

input sample volumes.  C) Corresponding recovery 

of DNA from various input sample volumes. 

 

In nitrocellulose, which has a relatively homogenous pore size distribution, the interface between two 

sequentially delivered fluids is sharply defined.  In this system, the wash and elution buffers have low 

and high pH values, respectively; the well-defined interface between the buffers under flow in 

nitrocellulose produces a sharp pH change (Fig. S6A).  When the interface reaches the chitosan 
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patterned region, the rapid change from low to high pH deprotonates the chitosan quickly, and releases 

purified DNA in a concentrated plug (Fig. S6B).  In glass fiber, however, which has a relatively broad pore 

size distribution, the interface is poorly defined, which increases mixing between the two sequentially 

delivered buffers and causes a more gradual pH gradient to develop.  When this gradient reaches the 

chitosan region, the gradual change from low to high pH deprotonates the chitosan slowly, resulting in a 

slower release (and therefore less concentrated plug) of purified DNA (Fig. S6C).  In nitrocellulose, DNA 

samples always eluted in 8 µL while for glass fiber, the elution volume was 100-150 µL. 

In this system, which involves complex surfaces in porous membranes as well as in-flow binding, both 

concentration factor and percent recovery were independent of the starting DNA concentration in the 

sample within the ranges tested.  Using the data presented in Figure 3, the corresponding elution 

volumes, and the resulting recovery percentages (data not reported here), we measured consistent 

concentration factors and percent recovery for input DNA concentrations ranging from 1x103 copies of 

target per µL (c/µL) through 1x105 c/µL where total input volume was set to 100 µL.  These 

concentrations were below the saturation limit of the modified membranes’ binding capacity for DNA 

(measured in Fig. 3 and presented in Table 2). We have begun testing more dilute samples in larger 

input volumes and have preliminary data indicating this trend holds.  That data will be the included in a 

future publication. 

The theoretical concentration factor assumes 100% recovery of DNA.  In nitrocellulose, DNA 

recovery decreased as the input sample volume increased (Fig. 4C), likely due to the time it took 

to flow large volumes through the membrane.  Wicking a 2000 µL sample, followed by 100 µL of 

wash and elution buffers, through nitrocellulose took over seven hours.  This reduced recovery 

greatly reduced the actual concentration factors achieved in nitrocellulose.  The same 

experiment in glass fiber only took 25 minutes and DNA recovery was independent of input 

sample volume in (Fig. 4C).  The long flow times required in nitrocellulose may exceed the 

chitosan/DNA off-rate which would cause bound DNA to prematurely release from chitosan and 

be lost to waste.  The chitosan-DNA binding constant has been well studied and ranges from 109 

to 1010 M-1 236,237, but, to our knowledge, the chitosan-DNA binding rates have not been 

published.  There have been reported off-rates in the range of 3-5x10-2 s-1 238,239 for similar 

polycation-DNA interactions. 

There are potential applications where concentration factor would matter less than purification but not 

necessarily recovery.  For very dilute samples, such as urine, concentration factor would play a critical 

role to ensure enough pathogen nucleic acid is recovered for downstream analysis.  Additionally, 

different infections present at a highly variable pathogen loads.  For example, clinical studies have 

quantified active chlamydia infections in urine at 101–105 elementary bodies/mL105, Ebola in serum at 

103–109 RNA copies/mL240, and influenza in nasopharyngeal wash at 103–107 TCID50/mL241.  Each of 

these infections would benefit from a combination of both target purification and concentration.  

Specifically, for infections that occur at low copy number or in dilute samples such as urine, 

concentration is especially important.  Some of these samples would require the processing of larger 

volumes (mL instead of µL) to ensure a sufficient number of pathogens for infection identification.  The 

current approach, especially using nitrocellulose, is somewhat slow to process larger volumes and may 

result in decreased recovery (Fig. 4C).  The next iteration of this work will involve developing fluidic 
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systems that can rapidly process large volumes in order to purify and concentrate targets from complex, 

dilute samples. 

 

DNA purification from complex samples 

We demonstrated the system’s ability to purify DNA from complex sample types.  Overall, this 

method was able to recover ~80% of the input DNA from most of the sample types tested (Fig. 

5).    

 

 
Figure 117: DNA purification in porous membranes by chitosan capture. Recovery of DNA in either 

nitrocellulose (blue) or glass fiber (red).  The average of N=6 is reported with error bars representing +/- 

one standard deviation. Chitosan concentration at the capture line was 1.3x10
-9

 µg/µm
2
 for nitrocellulose 

and 1.8x10
-9

 µg/µm
2
 for glass fiber.  Input DNA was between 1x10

5
 and 1x10

6
 copies of fragmented MSSA 

DNA.  For SNM: 1% SNM contained 10:1 non-target to target DNA, 0.01% w/v mucins, 1.1 mM NaCl; 10% 

SNM contained 100:1 non-target to target DNA, 0.1% w/v mucins, 11 mM NaCl. 

 

In both nitrocellulose and glass fiber, the recovery of target DNA was reduced when samples 

contained a non-target:target ratio of greater than 100:1.  These data are slightly higher than 

the limits dictated by the capacity data above (~10:1 for nitrocellulose and ~20:1 for glass fiber).  

This discrepancy is likely a result of larger DNA fragments (greater than ~250 kbp) from the non-

target DNA being too large to flow through the small pore features of the membranes.  This size-

exclusion effect is expected to be more severe in nitrocellulose than in glass fiber due to the 

differences in pore size distribution between the two membranes.  This would suggest that some 

non-target DNA is essentially filtered upstream of the chitosan capture region rendering it 

unavailable to compete for binding.  The data in Figure 5 support this assumption because at 

large non-target:target ratios of 200:1, there is a greater reduction in recovery for glass fiber 

than in nitrocellulose.  At higher ratios, 500:1, the reduction in target DNA recovery is similar in 

both membranes.  Recovery of target DNA in glass fiber with an extreme non-target:target ratio 

of 1000:1 was higher than expected.   
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The addition of mucins, to mimic nasal swab samples, reduced recovery of target DNA in glass 

fiber but not in nitrocellulose.  Mucins are large protein aggregates (mass>106 Da) that are 

glycosylated with oligosaccharides that commonly form negatively charged side groups242.  

These negatively charged molecules can interact with positively charged chitosan, blocking the 

binding of DNA.  These large aggregates may not pass through the small pores of nitrocellulose 

because DNA recovery is not affected by their presence in the sample.  In glass fiber, however, 

the larger pores may allow these negatively charged aggregates to flow downstream and 

prevent DNA binding to chitosan, leading to reduced recovery as the concentration of mucins 

increases.  When both mucins and non-target DNA is present in samples (from simulated nasal 

matrix, SNM), DNA recovery remains high in nitrocellulose and decreases in glass fiber.  Once 

again, the magnitude of this decrease is correlated to increasing concentrations of mucins.  For 

applications containing mucins or high concentrations of non-target DNA, the chitosan-

patterned region can be extended to increase the system’s overall capacity.  

 

DNA purification from blood samples 

Blood preparation procedures often require many user steps to remove blood components that 

can inhibit downstream amplification reactions, notably heme243.  The chitosan-based DNA 

purification system is able to rapidly purify target DNA from blood samples with only one user-

step (Fig. S7).  The eluted samples were quantified by qPCR without further purification.   

In both membranes, samples with lower blood concentrations resulted in higher recovery of 

DNA (Fig. 6A).  In nitrocellulose, recovery of target DNA from blood-containing samples was 

significantly inhibited and the flow rate of the sample through the membrane decreased as 

blood concentration increased.  The reduced flow rate appeared to be a result of membrane 

clogging.  For the sample containing 50%  

blood in nitrocellulose, only a small volume wicked into the membrane before flow stopped 

completely.    

In glass fiber membranes, target DNA was purified from samples containing up to 50% whole 

blood but, as blood concentration increased, DNA recovery decreased.  To verify this result, 50 

µL of whole blood plus target DNA was diluted into increasing volumes of buffer.  As blood 

concentration decreased, DNA recovery increased (Fig. 6B).   
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Figure 118: DNA purification in porous membranes from samples containing blood.  The average of N=6 is 

reported with error bars representing +/- one standard deviation.  Chitosan concentration at the capture line 

was 1.3x10
-9

 µg/µm
2
 for nitrocellulose and 1.8x10

-9
 µg/µm

2
 for glass fiber.  Input DNA was between 1x10

5
 

and 1x10
6
 copies of MSSA DNA.  A) Increasing the percent of blood in a 100 µL sample reduced recovery in 

both nitrocellulose and glass fiber.  The 50% blood sample in NC clogged the membrane preventing flow and 

therefore DNA purification.  B)  Diluting 50 µL of blood into increasingly large sample volumes improved 

recovery in glass fiber.  For volumes larger than 200 µL, the recovery was similar to the “DNA in buffer” 

control. 

 

For samples that were less than 25% blood, DNA purification efficiency is similar to the “DNA in buffer” 

control.  This restored recovery is likely due to increased washing of the chitosan region to remove 

blood components that interfere with chitosan/DNA binding and not with the qPCR analysis.  Based on 

the dilution factor of DNA eluted from chitosan in glass fiber (Fig. S5C) and the sample volume used for 

qPCR (1 µL of the elution), the maximum amount of blood in a qPCR reaction would be less than 0.5%.  

For whole blood concentrations at or below 0.5%, qPCR is not inhibited (Fig S3B). 

 

Conclusions 

Here we have demonstrated the first example of a system for the simultaneous purification and 

concentration of DNA from complex samples using chitosan and constructed entirely from 

porous membranes.  First, the interaction of two porous membrane substrates with chitosan 

was characterized and a method to determine the adsorption capacity of these membranes for 

polymers was described.  Next, to exhibit the broad applicability of this system, it was used to 

purify DNA from complex samples including those with high protein content, non-target DNA, 

and known amplification inhibitors such as blood.  These samples are just a few examples of 

potential inputs that can be handled by this system.  The choice of membrane provides the 

ability to control the sample processing time, volume, and concentration factor. Thus, large 

volume samples such as urine or contaminated environmental water could be rapidly processed 

with this system at the POC.  This method can directly integrate with other paper-based point-

of-care technologies such as in-membrane amplification141 and detection.  Further, this system is 
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already well-suited for untrained end users via the use of automatic sequential reagent 

delivery139,229.  Future work will therefore demonstrate sample-to-result integrated systems that 

can rapidly and automatically process high input sample volumes in porous membranes. 

 

Acknowledgements 

This work was supported by a grant to Paul Yager from the Defense Advanced Research Projects 

Agency (DARPA) “Multiplexable Autonomous Disposable for Nucleic Acid Amplification Tests for 

LRSs” under Grant No. HR0011-11-2-0007.   

We thank our colleagues Paula Ladd, Ryan Gallagher, and Erin Heiniger in the Yager Laboratory 

who provided valuable discussion and feedback on experimental design and analysis.  We thank 

collaborators Barry Lutz and Nuttada Panpradist in the Lutz Laboratory at the University of 

Washington for providing useful discussions and materials for simulated nasal matrix.  We thank 

collaborators Nicolaas Vermeulen and Boris Alabyev from ELITechGroup Molecular Diagnostics 

(previously Epoch Biosciences) for assistance with the supply of the qPCR assay and simulated 

nasal matrix.  We thank collaborators David Moore, Cathryn Olsen, and Bing Li from GE Global 

Research for providing the porous materials and support on membrane selection.  We thank our 

colleagues and members of the Yager Lab and Lutz Lab at the University of Washington.  SEM 

imaging and sputter coating work was performed at the University of Washington Nanotech 

User Facility (NTUF), a member of the NSF-sponsored National Nanotechnology Infrastructure 

Network (NNIN). 

 

 

9. Electrochemical cell lysis using a portable audio device: enabling challenging sample preparation 

at the point of care (Buser et al. LOC, 2015) 

J. R. Buser, A. Wollen, E. K. Heiniger, S. Byrnes, P. C. Kauffman, P. D. Ladd, and P. Yager, Lab Chip, 2015, 15, 1994–

97. 

 

 

 
Figure 119: AudioLyse device. The headphone jack of a 

portable audio device (e.g. cell phone) excites an 

electromagnetic coil, spinning a magnet inside of a tube 
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Audio sources are ubiquitously available on 

portable electronic devices, including cell phones. 

Here we demonstrate lysis of Mycobacterium marinum and Staphylococcus epidermidis bacteria utilizing 

a portable audio device coupled with a simple and inexpensive electromagnetic coil. The resulting 

alternating magnetic field rotates a magnet in a tube with the sample and glass beads, lysing the cells 

and enabling sample preparation for these bacteria anywhere there is a cell phone, mp3 player, laptop, 

or other device with a headphone jack. 

 

Background 

Diagnosis is the first hurdle in disease management, expediting appropriate treatment in developed 

settings where sophisticated equipment and trained personnel are available. For example, in the US in-

vitro diagnostic procedures represent about 1.6% of Medicare spending, yet influence 60-70% of 

medical decisions451. Nucleic acid amplification tests (NAATs) performed in the laboratory represent the 

pinnacle of sensitive and specific pathogen detection. Unfortunately, this state of the art is also 

expensive and complex, requiring infrastructure and instrumentation not available in all settings.  

The lack of adequate diagnostics is especially troublesome in the case of tuberculosis (TB), which infects 

1/3 of the world’s population according to the WHO452. Sixty percent of TB patients only have access to 

the peripheral level of the health system, where no suitable TB diagnostics exist433. Conventional TB 

diagnostics in lower-resource settings, mainly sputum smear microscopy and cell culture, lack the ideal 

specificity and timeliness. Also, required equipment isn’t always available433. Microfluidic platforms have 

shown promise to enable the type of point-of-care devices that could bring NAATs directly to patients in 

lower resource settings, but sample preparation remains the weak link in microfluidics-based 

bioassays58.  

Existing microfluidic systems such as the Cepheid GeneXpert, consisting of sophisticated 

instrumentation into which a disposable cartridge containing the assay reagents is inserted, are capable 

of sample-to-result nucleic acid testing within two hours. While the GeneXpert has been shown to 

expedite TB treatment432, due to cost and infrastructure requirements it remains primarily a solution for 

centralized laboratories. Therefore, further advances are needed in point-of-care sample preparation 

compatible with low resource settings and downstream NAATs. 

Cell phones have provided a new tool used to interpret and communicate health data. In addition to 

telemedicine applications, cell phones have shown utility for applications including interpretation of 

diagnostic tests453,454, impedance measurements in microfluidic devices455, and digitizing information 

originally recorded on paper forms456. If cell phones could also assist in sample preparation, NAATs may 

become more feasible to perform completely free of laboratory equipment. 

If a low-cost point-of-care NAAT were available, not only could disease diagnostics be performed more 

rapidly, but also water and food safety could be evaluated quickly and inexpensively. The development 

of isothermal NAATs, such as loop-mediated amplification (LAMP) and recombinase polymerase 

amplification, is a large step towards enabling simpler devices. These isothermal assays do not require 

precision thermal cycling, can be more robust against inhibitors than polymerase chain reaction 

(PCR)457, and are compatible with paper-based microfluidics6. Low-cost precision isothermal heaters 

have been demonstrated that could enable point-of-care application of this type of assay65–67. 

containing sample to be lysed. This spinning magnet causes 

pathogen cell rupture and consequent nucleic acid release. 



www.manaraa.com

Unfortunately, many low-cost point-of-care NAAT devices still rely on off-chip, instrumented sample 

preparation steps58. Mechanical lysis methods, such as bead beating, are desirable in that one can avoid 

the need to purify the sample from a chemical lytic agent before the downstream bioassay, but these 

methods traditionally suffer from relatively complex, user- and power-intensive instruments and 

protocols458. 

Many mechanical means of cell rupture have been demonstrated in the literature. Reports exist back to 

at least the 1960s of bacterial rupture due to compressive forces, Hughes et al. describe a press which 

crushes Mycobacterium with repeated hammer blows459. Cavitation , often induced via sonication, can 

also cause bacterial rupture460. In addition, other literature has demonstrated methodologies which rely 

on fluid shear to disrupt samples461. Lange et al.462 showed a lower threshold of 1,800 Pa fluid shear for 

Escherichia coli cell disruption. According to Seltmann463, the intact cell wall of gram-negative bacteria 

ruptures at ~5 atm compression, whereas gram-positive bacteria require up to 50 atm compression. The 

difference in mechanical thresholds of cell rupture between gram-positive and gram-negative bacteria 

can be explained by differences in the peptidoglycan layer of the cell wall. 

A three-dimensional peptidoglycan network encapsulates the cell, and is largely accountable for the 

strength and rigidity of bacterial cell walls. The gram-positive cell wall is 15-30 nm thick, with the major 

component being highly-cross-linked peptidoglycan, which accounts for over 50% of the dry weight of 

the membrane. Gram-negative bacteria have an approximate monomolecular layer of peptidoglycan, 

whereas gram-positive bacteria have peptidoglycan which is several layers thick. In addition to thickness 

differences between gram-negative and –positive bacteria, differences in the degree of crosslinking can 

also have mechanical consequences. In E. coli, about 50% of the peptidoglycan is crosslinked, which is 

considered relatively uncrosslinked. In some bacteria, up to 90% of the peptidoglycan is crosslinked. 

Crosslinking in gram-negative bacteria is usually non-covalent. Covalent crosslinking is usually observed 

for gram-positive. These differences in peptidoglycan layer, shown in Figure 120 below, result in gram-

negative bacteria usually rupturing easier than gram-positive bacteria. 
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Here we demonstrate lysis of two gram-positive 

bacteria—Staphylococcus epidermidis and a more 

difficult target Mycobacterium marinum—using a 

new form of highly portable, low-power, 

mechanical cell lysis.  The choice of these bacteria 

is intentional, as analogues for important clinical targets: methicillin-resistant Staphylococcus aureus 

(MRSA) and Mycobacterium tuberculosis, respectively. Like other mechanical approaches, it does not 

introduce reagents incompatible with nucleic acid amplification. We believe this new apparatus could 

enable point-of-care NAATs for a wide range of organisms. At least one other group has demonstrated a 

low-cost mechanical lysis method amenable to POC diagnostics464. What sets our device apart is that it is 

free from a device-specific power source: adequate power can be provided by the readily-available 

portable audio device signal. If one is already using a smartphone to quantify assay readout, the 

headphone jack of this same phone could power the sample preparation step. With the recent increase 

in the use of diagnostic interpretation aided by cell phones38, which are fairly ubiquitous worldwide454, 

this type of device may help close the loop in sensitive and specific pathogen detection in low resource 

settings. Here we show that the headphone jack of a low-cost mp3 player provides adequate power for 

this lysis methodology. The resulting DNA accessible for amplification after audio-powered lysis is 

compared to bead beating as a gold standard. 

 

Material and methods 

Bacterial culture 

Staphylococcus epidermidis (strain Fussel ATCC 14990) was cultured in Tryptic Soy Broth (BD Bacto, 

Sparks, MD, USA) at 37°C, shaking (250 rpm). Overnight cultures were diluted 1:100 in fresh medium 

and grown to mid-log phase (OD600 = ~2).  Mycobacterium marinum (Aronson ATCC 927) was cultured in 

Middlebrook 7H9 broth with ADC enrichment (BD Difco, Sparks, MD, USA) at 30°C, shaking (250 rpm) for 

4-7 days. Cultures were diluted 1:100 in fresh medium and grown for 48 hours to mid-log phase (OD600 = 

~1). After growth, cells were pelleted and resuspended in 1 volume Tris-EDTA (TE: 10 mM Tris-HCl, 1 

mM EDTA, pH 8.0:Sigma-Aldrich, St Louis, MO, USA) buffer. Cells dilutions were also done in TE. 

 
Figure 121: Overview of portable audio-powered electromagnetic cell lysis device. A: Sansa Clip 

mp3 player provides a 30 Hz sine wave signal to the coil using the headphone jack, US penny for 

scale. B: Schematic of tube showing user-added sample along with pre-loaded magnet and 

Figure 120: Gram negative and gram-positive cell 

walls. Gram-positive cells have a much thicker 

peptidoglycan layer, resulting in greater 

mechanical resilience. 
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beads. C: Sectioned tube with magnet. The spherical magnet rides on the lower angled tube 

walls when the tube is vertically oriented. When provided an alternating magnetic field by the 

coil, the magnet rotates against the beads and the tube walls. 

 

Audio-powered lysis 

Device layout is highlighted in Figure 121. Coil bobbins were constructed from a hacksaw-excised well 

from a 24-well plate adhered to laser-cut acrylic upper and lower disks. The bobbin was wound with 490 

turns of 32 AWG magnet wire, for a DC resistance of 11.4 ohms. The wound coil was soldered to a 1/8” 

stereo cable combining the left and right channels. The assembly was then wrapped with two turns of 

electrical tape around the circumference. Screw-top 2 mL O-ring tubes (02-682-558, Thermo Fisher 

Scientific, Waltham, MA, USA) were loaded with 100 μm glass beads (9830, Research Products 

International Corp., Mt. Prospect, IL, USA) and a ¼ inch NdFeB magnet (S4, K&J Magnetics, Inc., 

Pipersville, PA, USA). Sample was then added to the tubes, and the tubes loaded into the coils. The 

sample volumes tested were 800 μL, to match the bead beater protocol, along with 500 and 300 μL. A 

30 Hz sine wave FLAC audio file was generated using Audacity 2.0.5†, and was played on the mp3 player 

(Sansa Clip+ 4 GB, SanDisk, Milpitas, CA, USA) at full volume with the equalizer set to maximize bass 

frequency response.  

 

Bead Beater 

 800 μL samples were added to 2 mL O-ring screw top tubes (Fisher 02-682-558) with 800 mg of the 100 

µm glass beads (9830, Research Products International Corp., Mt. Prospect, IL, USA). Tubes were loaded 

into the bead beater (Mini-Beadbeater-8, Biospec Products, Inc., Bartlesville, OK, USA), set to 

“homogenize”, and run for (3) 1-minute cycles with a 1 minute pause between cycles.  

 

qPCR 

 To quantify DNA recovery for S. epidermidis, qPCR was performed using primers designed against the 

htrA gene (FWD: 5’-GAG CGC ATA AGA CGT GAG AA-3’, REV: 5’-TCT TCT TGT GTC AGC TTC TCT ATT-3’), 

and using Bioline SensiFAST SYBR No-ROX qPCR kit (Bioline USA Inc., Taunton, MA, USA). Samples (1 µL) 

from the bead beater or audio-powered lysis were used in 20 µL qPCR reactions run on a real-time PCR 

instrument (Rotor-Gene Q, Qiagen, Valencia, CA, USA) using: 95°C (3 min), 40 cycles of 95°C (5 sec), 54°C 

(10 sec), and 72°C (15 sec).  Fluorescence data were collected during the 72°C step using the green 

channel. To quantify DNA recovery for M. marinum, qPCR was performed using the assay described by 

Jacobs et al., substituting the SensiFAST Probe No-ROX qPCR kit (Bioline USA Inc., Taunton, MA, USA) for 

the master mix used previously465. Samples were amplified as follows on a real-time PCR instrument 

(CFX96 Touch, Bio-Rad, Hercules, CA, USA): 95°C (5 min), followed by 40 cycles of 90°C (10 sec) and 60°C 

(20 sec). Fluorescence data were collected during the 60°C step using the green channel. Genomic DNA 

copy numbers were determined relative to standard curve analysis using purified DNA of known copy 

number using either the Rotor-Gene or Bio-Rad CFX software. Both assays are sensitive down to ~10 

copies of the target sequence.  

 

Statistics 
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 A student t-test was performed on bead mass data (Figure 126A) and M. marinum data (Figure 127) in 

Excel (Microsoft, Redmond, WA, USA) for a single-tailed comparison assuming the data is 

homoscedastic. The 200 & 400 mg bead masses were grouped and compared separately to the 0 & 100 

mg and 800 mg groups for both the 300 and 800 μL sample sizes. 

 

Exploration of AudioLyse cell disruption mechanism 

As mentioned earlier in this section, multiple types of mechanical perturbations have been shown to 

rupture bacterial cells. To explore the mechanism of cell rupture in the AudioLyse, calculations and 

experiments were performed to examine the effects of fluid shear, fluid pressure, and fluid mixing. 

 

Fluid shear-driven rupture 

Lange et al.462 showed a lower threshold of 1,800 Pa fluid shear for Escherichia coli cell disruption. E. coli 

is a comparatively fragile gram-negative bacterium, gram-positive bacteria may need higher shear for 

cell disruption and nucleic acid release.  To estimate the fluid shear present in the AudioLyse, some 

simplifying assumptions will be made: 1) a minimum gap of 100 µm (one bead diameter) between 

moving surfaces, 2) magnet rotation of 30 Hz, with no x-y translation, 3) no slip at contacting surfaces. 

The beads translate in the direction of magnet rotation at half of the surface velocity of the magnet, 

assuming no slip at the magnet/bead and bead/tube wall interfaces. The fluid shear stress is calculated 

for the region between the magnet surface and the tube wall, near the glass beads separating the 

magnet from the tube wall. This region is approximated as Couette flow, with the fluid thickness 

approximated as the bead diameter. A schematic showing the simplified geometry is shown in Figure 

122.  

 
Figure 122: Schematic of geometry used for simplified fluid 

shear calculation, which is a 2D cross section through the 

center of the tube. A: The magnet (gray circle) is spaced 

from the angled tube walls by a 100 µm glass bead (white 

circles). The beads translate in the direction of rotation at 

half the surface velocity of the magnet assuming the magnet 

does not slip against the beads, and the beads do not slip 

against the tube wall.  B: Couette flow, approximating bead 

and tube wall surface as parallel plates. In a Newtonian 

fluid, a linear velocity profile will be observed. 

 

Calculating magnet surface velocity in this simplified system: 
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Magnet surface velocity (u): 

𝑢 = 𝑀𝑎𝑔𝑛𝑒𝑡 𝑐𝑖𝑟𝑐𝑢𝑚𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑥 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 =  𝑝𝑖 ∗ 0.25 [𝑖𝑛] ∗ 25.4 [
𝑚𝑚

𝑖𝑛
] ∗ 30 [𝐻𝑧] = 598 [

𝑚𝑚

𝑠
] 

Fluid shear rate (γ): 

𝐹𝑙𝑢𝑖𝑑 𝑠ℎ𝑒𝑎𝑟 𝑟𝑎𝑡𝑒 𝛾 =
𝑢

ℎ
=

0.6 [
𝑚
𝑠 ]

1𝐸 − 4 [𝑚]
= 6000 [

1

𝑠
] 

Fluid shear stress (τ): 

𝜏 = 𝑆ℎ𝑒𝑎𝑟 𝑟𝑎𝑡𝑒 𝑥 𝑣𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦 =  𝛾µ = 6000 [
1

𝑠
] 𝑥 1𝐸 − 3[𝑃𝑎 𝑠] = 6 [𝑃𝑎] 

By these assumptions and calculations, fluid shear rate is over two orders of magnitude lower than the 

reported 1,800 Pa necessary to rupture gram-negative E. coli cells. Heartier bacteria such as gram-

positive Staphylococcus aureus and Mycobacterium marinum, successfully disrupted in our experiments 

by the AudioLyse, will likely require higher shear stress than E. coli for disruption, and seem unlikely to 

be disrupted via this mechanism. 

 

Pressure-driven rupture 

According to Seltmann463, the intact cell wall of gram-negative bacteria ruptures at ~5 atm compression, 

whereas gram-positive bacteria require up to 50 atm compression. To estimate the compressive 

pressure exerted on bacteria in the AudioLyse device, a simplified system is described. First, the 

downward force of the magnet (Fmagnet) is estimated by subtracting the buoyant force (Fbouyancy) from the 

gravitational force (Fgravity). For the purposes of this estimation, the density of the glass bead/water 

slurry displaced by the magnet will be estimated as 1,800 kg/m3 (common glass is 2,400-2,800 kg/m3, 

water is 998 kg/m3 @ 20°C). The magnet volume is 
4

3
𝜋 𝑟3 = 1.3X10-7 m3. The buoyant force exerted on 

the magnet is then: 

𝐹𝑏𝑜𝑢𝑦𝑎𝑛𝑐𝑦 =  𝜌𝑓𝑉𝑑𝑖𝑠𝑝𝑔 = 1,800 [
𝑘𝑔

𝑚3
]  1.3𝐸 − 7 [𝑚3] 9.81 [

𝑚

𝑠2
] = 0.0024 [𝑁] 

And the downward force of the magnet is: 

𝐹𝑚𝑎𝑔𝑛𝑒𝑡 = 𝐹𝑔𝑟𝑎𝑣𝑖𝑡𝑦 − 𝐹𝑏𝑜𝑢𝑦𝑎𝑛𝑐𝑦 = 9.8 [
𝑚

𝑠2
] 0.001 [𝑘𝑔] − 0.0024 [𝑁] = 0.0074 [𝑁] 

Assuming a packing density of 90% of beads (hexagonal packing) on the lower half of the magnet, 

~6,500 beads would cover the bottom half of the magnet. For simplification, the projected area of the 

sphere will be used to estimate the amount of compressive pressure applied to the bacteria. Each 

bacterium is estimated to be 1 x 2 µm, with a cross sectional area of 2x10-12 m2. If each of the 6,500 

beads were resting on a 2x10-12 m2 bacterium, this would result in a compressive pressure of: 

0.0074[𝑁]

6,500 ∗ 2𝐸 − 12 [𝑚2]
= 0.6 [𝑀𝑃𝑎] 

Based on the 5 and 50 atm (0.5 and 5 MPa) rupture pressures for gram negative and positive bacteria 

reported by Seltmann, this estimation predicts that the static weight of the magnet alone is enough to 

rupture gram-negative bacteria. Given the conservative nature of the estimation of packing density, and 

load-bearing contact area, and zero x-y translation, it would not be surprising if the compressive forces 

present in the actual device were sufficient to rupture gram-positive bacteria. 
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Based on the fluid shear and compression estimations, crushing of the bacteria seems more likely in the 

AudioLyse than shear-driven rupture. This hypothesis will be tested via experiments where shear effects 

and compression effects are somewhat isolated.  

 

Hydrodynamic pressure 

Sonication techniques cause cavitation, and consequently cell rupture460. Other studies have shown that 

a system with similarities to the AudioLyse can achieve negative pressure-induced cavitation near a 

rolling sphere submerged in a viscous liquid466. If cavitation were present in the AudioLyse, it could be 

an additional cell rupture mechanism. For a first-pass exploration of the pressures present within the 

AudioLyse tube during operation, a two-dimensional cross section (similar to a journal bearing, Figure 

123 below) will be used. For now, any bouncing of the magnet will be ignored. Journal bearings are used 

to support rotating radial loads, usually consisting of two cylinders. The outer cylinder, called the 

bearing, is the negative space into which the inner cylinder, called the journal, is inserted. There is some 

clearance between the journal and bearing, which normally contains a liquid such as oil.  

 

Figure 123: Journal bearing operational modes. Left: Static condition, journal is not rotating. Here, the surfaces of 

the journal and bearing are in contact. Center: Start up condition, boundary lubrication. Here, the fluid conditions 

may not allow for fluid pressures sufficient to separate the surfaces of the journal and bearing. Right: Running 

condition. Journal is supported by hydrodynamic fluid pressure, friction is reduced, and there is no surface-to-

surface contact between the journal and the bearing. Figure from 

http://www.brighthubengineering.com/manufacturing-technology/73568-hydrostatic-lubrication 

 

Similar generic operational modes to those shown in Figure 123 above are observed with the AudioLyse: 

the magnet at rest is centered at bottom of the tube. When an alternating magnetic field is applied, the 

static friction must be overcome to begin rotation. Once the magnet begins rotation it rotates at a 

constant velocity corresponding to the excitation frequency of the coil, confirmed using the back EMF of 

the coil generated due to the magnet rotating in the stationary coil467. To estimate the hydrodynamic 

pressure distribution in the AudioLyse, the mechanism of pressure generation in a journal bearing will 

be explored. 

The journal and bearing are two solid surfaces separated by a fluid layer. To understand how this fluid 

layer opposes a radial load, Couette flow between two plates will be considered first (see Figure 122B). 

Here, the top plate is moving to the left, and the bottom plate is stationary. If a vertical load were 

http://www.brighthubengineering.com/manufacturing-technology/73568-hydrostatic-lubrication
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applied to the moving top plate, while the stationary bottom plate was held fixed, the top plate would 

move down, as no force opposes the downward force for parallel plates. If the plates are not parallel, 

however, fluid velocity gradients will cause pressure to be developed, shown in Figure 124 below. 

 

 

Figure 124: Pressure development between two non-parallel plates separated by a fluid channel. Due to the 

decreasing fluid thickness (h1>h3), assuming incompressible fluid, the average fluid velocity must increase moving 

from left to right. This velocity gradient results in a positive pressure, which is the source of the pressure that keeps 

a rotating journal separated from the bearing by a fluid layer. A negative pressure is also generated at the opposite 

side of the journal bearing (where these approximating plates would be diverging rather than converging), which 

explains the eccentric steady-state position of an operating journal bearing (see Figure 123). Image taken from 

http://web.iitd.ac.in/~rribeiro/MEL%20417%20Lubrication%20Lec%20100211.ppt. 

 

Testing compression vs shear rupture via experimentation 

To test the hypothesis that compressive forces are the primary mechanism of bacterial cell disruption, 

an experiment was designed to compare fluid shear effects and compressive force effects. The two 

experimental conditions are outlined below. 

Isolated fluid shear effects: AudioLyse standard conditions with the magnet but minus beads. The 

hypothesized bacterial crushing zones at the bead/wall and magnet/bead interfaces have been removed 

in this experiment.  

Isolated compressive force effects: AudioLyse conditions (including beads and magnet) attached 

horizontally to a rocking plate. The hypothesized high shear zone between the magnet and tube wall has 

been removed in this experiment. 
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Results and Discussion 

Figure 126 shows the dependence of lysis of S. epidermidis cells by the portable audio-powered device 

on bead mass, sample size, and processing time. The majority of amplifiable DNA is released in less than 

10 minutes. Both bead and sample volumes were varied as a first-pass optimization for DNA recovery.  A 

mass of 200-400 mg of glass beads achieves higher efficiency than the other bead volume groups 

(p<0.05) for both 300 and 800 μL samples. Higher viscosities are interesting due to the potential of 

clinical applications with more viscous sample types, and for exploration of the underlying mechanism of 

cell rupture. A 30 Hz excitation frequency was found to produce reliable magnet rotation (starting from 

rest) even in samples as viscous as 50% glycerol (6 centipoise at 20°C, which was the highest viscosity 

tested).  

 

 
Figure 125: Comparing cell disruption due to fluid shear 

and compressive force. A: Schematic for experimental 

condition with exaggerated fluid shear effects. Without 

the beads, the magnet is expected to ride at the same level 

or lower in the tube, resulting in similar or higher fluid 

shear stress between the magnet and tube wall. B: 

Schematic for experimental condition with exaggerated 

compressive force. Tube is mounted horizontally on a 

rocking plate, which causes the magnet to roll back and 

forth. The fluid level is lower in the tube, resulting in less 

buoyant force on the magnet and higher magnet/bead, 

bead/wall, or magnet/wall compressive forces. The 

magnet rolls back and forth on the lower wall of the tube, 

with reduced fluid shear compared to standard AudioLyse 

conditions. 
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Figure 126: AudioLyse optimization for Staphylococcus epidermidis. A: Dependence of lysis efficiency on bead 

mass for 300 and 800 μL sample sizes. Amplifiable DNA quantified by qPCR, normalized to the bead beater 

computed copy number (7.1x10
4
 copies/mL, 71 copies per PCR). Sample sizes of both 300 and 800 μL perform best 

with 200-400 mg beads. Data is mean ±1 standard deviation, n=3. B: Dependence of audio-powered lysis efficiency 

for S. epidermidis on total lysis time. Amplifiable DNA quantified by qPCR, normalized to the bead beater 

computed copy number (3.6x10
4
 copies/mL, 36 copies per PCR) using a 800 μL sample size and 300 mg beads in 

the audio-powered device. Efficiency (as compared to bead-beater efficiency) plateaus near 50% at just over 10 

minutes for the audio-powered device under these conditions. Data points are mean ± 1 standard deviation, n=3.  

 

Mycobacterium marinum, a more difficult target to lyse, was chosen for study due to its similarity to the 

major pathogen Mycobacterium tuberculosis. The performance of the audio-powered technique is 

compared to that of a bench-top bead beater for a range of M. marinum concentrations in Figure 

127.The audio-powered technique achieves appreciable lysis of M. marinum for all concentrations 

tested, with 104 cells/mL corresponding to an estimated maximum of 10 cells being transferred in the 1 

µL sample used in the PCR. All non-zero input copy concentrations were significantly higher than the 0 

copy experiment (p < 0.02), including the 104 copy/mL input experiments. Thus, we have demonstrated 

that the portable audio-powered technique can be used as a sample preparation tool for DNA 

amplification for both S. epidermidis and M. marinum.  

 

 
Figure 127: Amplifiable DNA quantified by PCR for varying 

input concentration of M. marinum cells. 500 µL sample size. 

10
4
 copies/mL corresponds to 10 copies per PCR 
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Next, the mechanism of cell rupture was 

explored using the isolated fluid shear and 

isolated compressive force experiments described above, with results shown in Figure 128. The rolling 

plate with magnet (exaggerated compressive force, “RP”) condition recovers more DNA than the 

AudioLyse without beads (exaggerated shear, “ALNM”) condition, suggesting that the compressive 

forces may be more important than fluid shear for cell disruption in the AudioLyse. The rolling plate 

without magnet (“RPMN”) condition confirms the magnet is necessary for improved DNA recovery, and 

the no lysis control (“NL”, stationary tube with no additives) confirms DNA is not made available without 

processing of some sort. 

Cell rupture is necessary for the recovery of DNA. However, it is important that how the lysis technique 

affects the DNA is understood. Next, we explore at what efficiency DNA injected directly into either the 

bead beater or AudioLyse can be recovered. For this, S. aureus genomic DNA was spiked into a mixture 

with M. marinum cells in the AudioLyse device, bead beater, or rocking plate, and recovery of the S. 

aureus DNA was quantified after processing in the AudioLyse device, with results in Figure 129. 

 

 

 

 

 

 

 

 

 

Figure 129: Potential DNA damage in bead beater and 

AudioLyse. Spiked S. aureus DNA recovery in the 

presence of M. marinum cells using AudioLyse, bead 

beater, and rocking plate techniques. Samples were run 

under normal AudioLyse and bead beater conditions, 

quantification. Data points represent mean +/- 1 standard 

deviation. Minimum n=9 total spread across 3 different days. 

 
Figure 128: Exploration of lysis mechanism for AudioLyse. DNA 

recovery efficiency for bead beater (BB), AudioLyse (AD), 

AudioLyse without beads (ADNB), rolling plate without magnet 

(RPNM), rolling plate with magnet (RP), and no lysis (NL). The 

rolling plate with magnet (RP) outperforms the AudioLyse with 

no beads (ALNB), suggesting that fluid shear is less important for 

cell rupture than compressive forces.  
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along with rocking plate versions of both. Between 50 

and 60% of S. aureus genomic DNA was recovered 

using the AudioLyse across all M. marinum cell 

concentrations, similar to the “AudioLyse” rocking plate 

experiment (with beads and magnet). Less S. aureus 

genomic DNA was recovered using the normal bead 

beater conditions, suggesting that the cell rupture 

mechanism also could hinder the recovery of DNA. 

Interestingly, more DNA was recovered in the “bead 

beater” rocking plate experiment (with beads, no 

magnet), which supports that it is indeed the cell lysis 

mechanism, not DNA sticking to either the beads or tube 

walls, that yields reduced DNA recovery. 

 

 

In Figure 129, it can be seen that higher amounts of S. aureus DNA are recovered in normal AudioLyse 

operating conditions than normal bead beating conditions. The “AudioLyse” rocking plate experiments 

(with beads and magnet) recover a similar amount of DNA compared to the AudioLyse normal operating 

conditions. The “bead beater” rocking plate experiments (with beads, without magnet) recover more S. 

aureus DNA than the bead beater normal operating conditions, suggesting that no more than ~20% of 

the DNA loss is due to DNA sticking to either the glass beads or tube. Additional experiments will be 

performed which either increase (using centrifugal force) or decrease (by preventing magnet movement 

in the rocking plate experiments) the compressive effects of the magnet. 

 

Viscosity and fluid density effects on cell rupture/DNA recovery 

Using more complex solutions than TE buffer is important for both clinical relevance of a sample 

preparation technique, and could yield valuable insight into the mechanism of cell disruption. 

Experiments have shown decreased DNA recovery using the AudioLyse in solutions containing glycerol. 

Glycerol solutions are both more viscous and more dense (6 cP, 1.13 g/cc for 50% glycerol at 20°C) than 

water (1 cP, 1 g/cc at 20°C). Figure 130 shows that addition of glycerol differentially affects the 

AudioLyse method. 
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The glycerol hindering the AudioLyse 

performance, but not the bead beater 

performance, suggests that the mechanisms 

of cell rupture may be different in these 

techniques. Increases in viscosity could cause 

the shear stress to vary, while density 

differences could result in differences in 

magnet or bead buoyancy. In addition to 

viscosity and density cell rupture effects, a 

more viscous fluid could result in different 

convective flow patterns in the sample tube. 

This could affect convective mixing, and 

consequently cell rupture kinetics. 

 

Exploration of convective patterns in 

AudioLyse 

Convective mixing in the AudioLyse is 

expected to affect opportunities for any given 

bacterium in the sample to be ruptured. 

Changes in viscosity and fluid density were 

found to affect DNA recovery (Figure 130). 

This motivates a study in what convective patterns are present in the AudioLyse, and how changes in 

viscosity and density change the convective patterns. 

To visualize fluid convection, glitter (“black licorice”, Martha Stewart Crafts, New York, NY, USA) was 

added to the sample. When glitter is added to the water/bead solution, it aggregates and sticks to the 

walls of the tube. In order to use glitter to visualize fluid movement, 0.1% micro90 detergent was used 

to keep the glitter mobile. An initial experiment, shown in Figure 131 below, examines whether the 

micro90 affects the superficial movement of the beads, etc. in the operating AudioLyse. It should be 

noted that the glitter is much larger than bacteria, and may not necessarily move in the same as bacteria 

in the sample. Glitter was chosen simply as a particle to visualize fluid movement. The glitter used is 

denser than water, and consequently settles, which may make it non-ideal for fluid movement 

visualization. Nevertheless, this glitter was used for a first-pass visualization of convective patterns 

present in the AudioLyse. 

 

 
Figure 130: Glycerol affects DNA recovery from MSSA in 

AudioLyse. Increasing the glycerol concentration results in 

decreased DNA recovery. The bead beater does not appear to be 

affected by the higher viscosity and density glycerol solutions. The 

AudioLyse, on the other hand, shows reduced performance with 

increasing % glycerol. Results normalized to the bead beater with 

0% glycerol. 
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Figure 131: Comparing AudioLyse bead slurry movement with (right) and without (left) micro90 surfactant. The 

only superficial difference apparent in the videos was the presence of the bubbles at the top of the tube with the 

micro90, present due to vibration while the magnet, beads, micro90 and water were added.  

 

Superficially, the only difference appears to be the formation of bubbles at the top of the solution, and it 

is not expected that the convective patterns in the fluid will be affected. The following experiments will 

use micro90 to keep the glitter mobile in the sample for flow visualization. 

 

 

Figure 132: Comparing flow regimes with varied percent glycerol. Tube contains ¼”magnet, 250 mg of 0.1 mm 

glass beads, deionized H2O, 0.1% micro 90, glitter, and a variable amount of glycerol. Glitter allows visualization of 

movement in the largely bead-free upper fluid zone. A: 0% glycerol. Bead slurry geometry and vortex regime in 
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active device looks similar to without glitter. B: 25% glycerol. An additional fluid compartment seems to appear 

when glycerol is added: 1)beads+liquid+glitter, 2) liquid+glitter, and 3) liquid. Each fluid compartment appears to 

have counter-rotating vortices. The bead slurry (compartment 1) seems to ride up higher in the tube compared to 0% 

glycerol, potentially due to the increased fluid density. C: 50% glycerol. The bead slurry rides even higher in the 

tube. It is difficult to tell if the liquid-only portion of the fluid volume has a counter-rotating vortex or not, but it 

appeared in the video to be a part of the glitter+liquid vortex 

 

Modeling hydrodynamic pressure distribution in the AudioLyse 

Literature describes466 cavitation in a lubrication flow separating a rolling sphere and a boundary. To 

examine whether the negative pressures necessary for cavitation are present in the AudioLyse, COMSOL 

is used to create a laminar flow model with a stationary, rotating magnet. For now, the assumption is 

made that the magnet is separated from the tube wall a distance of 100 µm, the bead diameter. This 

model was run for 10 seconds to allow the flow to fully develop. No slip conditions were assumed at the 

side and bottom tube walls. The top fluid/air boundary layer was set to pressure = 0, with no viscous 

stress. The circular magnet surface was set to 0.589 m/s tangential velocity, corresponding to the 30 Hz 

¼” magnet rotation. Fluid properties were set to 8.9x10-4 or 3.56x10-3 Pa-s viscosity, 1000 kg/m3 density. 

 
Figure 133: Modeled pressure distribution for top: 

water and bottom: 4x viscosity. The higher viscosity 
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For cavitation resulting from negative 

hydrostatic pressures to occur, the pressure 

must drop below the vapor pressure of water. 

This would require a pressure of 0.1 MPa 

below atmospheric pressure466. Looking at the pressure maps above, the predicted pressure is three 

orders of magnitude too small to achieve cavitation due to negative hydrodynamic pressure, assuming a 

stationary rotating magnet separated 100 μm from the tube wall. This analysis does not predict 

cavitation due to negative pressures developed by a rotating magnet not traveling in the x- or y-

direction, assuming the fluid film thickness is the same as the bead diameter. Further analysis will be 

required to account for x/y translation of the magnet and impacts with the tube wall and/or beads. 

 

Conclusions 

The portable audio-powered device achieves 20-60% of the efficiency of the bench-top bead beater for 

various concentrations of M. marinum and S. epidermidis, while costing far less, consuming just a small 

fraction of the electrical power, emitting far less audible noise, and being highly portable. This 

decreased lysis efficiency, compared to the bead beater, is balanced by the expansion in applicable 

settings. Whether this level of performance is sufficient depends on infection levels, sampling 

technique, and the associated assay sensitivity. Cell phones have expanded communication and medical 

capabilities in remote settings53. Additionally, portable audio devices have been shown capable of 

performing impedance measurements in microfluidic devices455. Now, in addition to using photo, voice, 

and text communication to transmit and interpret assay results, audio signals from a headphone jack 

can be used to power a device capable of retrieval of amplifiable DNA from some of the hardest-to-lyse 

bacteria in virtually any setting. The power requirements of this method are quite low. The mp3 player 

output of 1.6 V peak-to-peak when powering a coil with a 12 ohm impedance (11.4 ohms DC, 0.6 ohms 

inductive at 30 Hz) results in a power draw of 107 mW; ten minutes of lysis with this coil would account 

for just 0.18% of the capacity of a 2,700 mWh cell phone battery. 

We expect further optimization of the sample volume and complexity, coil excitation frequency and 

duration, bead quantity and diameter, and other factors to lead to higher performance. Both S. 

epidermidis and M. marinum are difficult bacteria to lyse; performance with easier to lyse bacteria such 

as E. coli will likely be higher and testing is currently under way. Portable sample preparation could allow 

next generation point-of-care NAATs for bacteria such as Mycobacterium marinum and Staphylococcus 

epidermidis free from bench-top laboratory equipment.  

What sets this device apart from other lysis techniques compatible with the point-of-care is freedom 

from additional power supplies (battery packs, etc.) and the potential of using the same peripheral 

equipment (cell phones) for sample preparation along with interpreting test results. Academic medical 

laboratories can implement the methodology for very little cost. As shown here, less than $38 was spent 

for the mp3 player, magnet wire, cable, and bobbin materials per device, and less than $1 per assay for 

the screw-top tube, magnet, and beads. Further reductions in cost would be realized if quantities were 

scaled up or the device were optimized to reduce magnet size, bead volume, tube cost, etc. While 

clinical laboratories may find the noise of bench top bead beaters acceptable, a quieter technique such 

fluid has a larger predicted pressure variation, with a 

maximum of 250 Pa and minimum -100 Pa. The water 

model predicts ~110 Pa and -45 Pa.   



www.manaraa.com

as demonstrated here may be more amenable to the point-of-care. Also, the inexpensive nature of the 

hardware makes it nearly disposable. 

We are currently broadening the sample types tested using this technique, along with other lysis 

methods, for a wide range of bacteria and clinical sample types including blood, sputum, and nasal 

matrix. It is our expectation that this work will contribute to the next generation of portable nucleic acid 

amplification tests, including the multiplexable, autonomous, disposable nucleic acid amplification test 

(MAD NAAT) project67,230,406, a collaborative effort including the Yager group at the University of 

Washington, PATH, the ELITech Group, and GE Global Research. 
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Abstract 

Background: The global need for disease detection and control has increased effort to engineer point-

of-care (POC) tests that are simple, robust, affordable, and non-instrumented. In many POC tests, 

sample collection involves swabbing the site (e.g., nose, skin), agitating the swab in a fluid to release the 

sample, and transferring the fluid to a device for analysis. Poor performance in sample transfer can 

reduce sensitivity and reproducibility. 

Methods: In this study, we compared bacterial release efficiency of seven swab types using manual-

agitation methods typical of POC devices. Transfer efficiency was measured using quantitative PCR 

(qPCR) for Staphylococcus aureus under conditions representing a range of sampling scenarios: 1) 

spiking low-volume samples onto the swab, 2) submerging the swab in excess-volume samples, and 3) 

swabbing dried sample from a surface. 

Results: Excess-volume samples gave the expected recovery for most swabs (based on tip fluid 

capacity); a polyurethane swab showed enhanced recovery, suggesting an ability to accumulate 

organisms during sampling. Dry samples led to recovery of ~20–30% for all swabs tested, suggesting that 

swab structure and volume is less important when organisms are applied to the outer swab surface. 

Low-volume samples led to the widest range of transfer efficiencies between swab types. Rayon swabs 

(63 μL capacity) performed well for excess-volume samples, but showed poor recovery for low-volume 

samples. Nylon (100 μL) and polyester swabs (27 μL) showed intermediate recovery for low-volume and 

excess-volume samples. Polyurethane swabs (16 μL) showed excellent recovery for all sample types. 

This work demonstrates that swab transfer efficiency can be affected by swab material, structure, and 
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fluid capacity and details of the sample. Results and quantitative analysis methods from this study will 

assist POC assay developers in selecting appropriate swab types and transfer methods. 

 

Introduction 

Diagnostics for non-blood-associated pathogens often use swabs as a specimen-collecting tool. For 

example, swabs are used to collect throat specimens for Group A Streptococcus468; nasal and 

nasopharyngeal specimens for Staphylococcus aureus469,470, Bordetella pertussis, influenza virus471,472, 

and respiratory syncytial virus (RSV)473,474; female endocervical or male urethral specimens for Neisseria 

gonorrhea475 and Chlamydia trachomatis476; and fecal swabs for viral gastroenteritis477. Depending on 

the source of collection, swabs should have shaft properties (flexibility, length) and tip size/shape 

appropriate for the sampling site, and the swab tip material and microstructure should provide efficient 

sample capture and target release in the presence of sample matrix components (e.g., human cells, 

body fluids, and other contaminants). Commercially available swabs are currently utilized with a variety 

of swab tip materials (e.g., nylon, rayon, cotton, polyester, polyurethane, and alginate polymer) and 

microstructures (e.g., tightly wound, knitted, flocked fiber, and reticulated). In laboratory settings, 

swabs are typically agitated by vortex mixing to release organisms into a transfer fluid478–482 that is 

analyzed by culture, immunoassays (ELISA), or nucleic acid tests (PCR). 

Swab sampling and fluid transfer are also used in lateral flow tests (LFTs) intended for point-of-care 

(POC) testing in non-laboratory settings. Commercial LFTs that are being used with swabs worldwide 

include rapid streptococcal antigen assays, respiratory syncytial virus (RSV) assays: BinaxNOW RSV 

Lateral Flow (Alere Inc., Waltham, MA), RSV Respi-Strip (Coris Bioconcept, Namur, Belgium); and 

influenza detection tests: BinaxNOW Influenza A&B Card (Alere Inc., Waltham, MA), QuickVue Influenza 

Test (Quidel Corp., San Diego, CA). Typical instructions require the user to dip the swab into transfer 

fluid (,0.7 mL to 1 mL), manually agitate the swab for a specified time483, and transfer a fraction of the 

fluid (~100 μL) to the device484. The low fluid capacity of LFTs results in most of the sample being 

discarded, and manual agitation may be less effective than vigorous vortex mixing used in laboratory 

settings. Since the sensitivity of LFTs is typically lower than laboratory-based tests, there is a need to 

maximize transfer of sample from the swab to the device. Studies evaluating swab transfer use widely 

varied definitions of transfer efficiency, often focus on a specific clinical application, and typically rely on 

qualitative analysis techniques. Thus, we built on previous work to develop quantitative analysis 

methods and definitions for swab transfer efficiency that can be applied to a variety of swab types, 

sampling applications, and transfer methods. We present methods to quantify swab transfer efficiency, 

discuss potential pitfalls that could bias quantitative analysis, and evaluate transfer efficiency for a range 

of swab types, sample properties, and manual agitation methods that meet the unique needs for POC 

applications. The results and discussion can aid researchers or test developers in rational selection of 

swabs and transfer methods for diagnostics development in both POC and laboratory settings. 

 

Materials and Methods 

Model organism (Staphylococcus aureus) 

A single colony of S. aureus (ATCC 25923) was inoculated in tryptic soy broth (TSB) (Fisher B11768) and 

shaken overnight (250 rpm, 37°C). The overnight culture was further diluted 1:100 in TSB and incubated 
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(250 , 37°C) for 3 hours until the OD600 reached 260.2, corresponding to a concentration of ,109 CFU/ 

mL. S. aureus bacteria were then harvested and resuspended in one of two buffers: 1X Tris-EDTA buffer 

at pH 8.0 (TE: 10 mM Tris-HCl +1 mM EDTA) or TE buffer with in-house human simulated nasal matrix 

(SNM: 110 mM NaCl, 1% w/v mucin from porcine stomach Type III (Sigma, M1778-10G) and 10 μg/ mL 

w/v human genomic DNA (Promega G3041)) at 90% v/v of TE/SNM. 

 

Swabs and agitation methods 

Seven different commercially-available swabs were tested: rayon (Copan Diagnostics Inc., 170KS0, 

Murrieta, CA), cotton (Puritan Medical Products Co., LLC, 25–806, Guilford, ME), midturbinate (MT) 

flocked nylon (Copan Diagnostics Inc., 56380CS01, Murrieta, CA), regular-tip flocked nylon (Copan 

Diagnostics Inc., 502CS01, Murrieta, CA), polyester (PES) (Contec Inc., 19059209, Spartanburg, SC), 

polyurethane (PUR) (Foamtec International, 19304613, Oceanside, CA), and calcium alginate (Puritan 

Medical Products Co., LLC, 25-806-2PA, Guilford, ME).  

Vortexing is commonly used in the laboratory to maximize release of organisms from swabs, but it is 

likely not available in low resource settings. Agitation methods for POC tests are normally specified in 

units of time, without definition of the method. For consistency across experiments, we defined a base 

case method for translating the submerged swab along a circular path against the side of the tube at a 

rate of 1 cycle per second (1 Hz) for a specified time (e.g., ‘‘10 second 1 Hz side twirl’’). The swab 

agitation was done by hand but using the timer as a reference for manual control of the twirling rate. 

The potential errors introduced by the users were not excluded in the data. The impact of these 

variations was tested (below in the section titled ‘‘Robustness to user variations in manual agitation’’). 

After the sample was applied to swabs, swabs were agitated in 128 μL of transfer fluid. This volume was 

chosen to be compatible with the fluid capacity of typical POC devices (~100 μL for LFT) to enable 

complete utilization of the sample fluid. 

 

Volume recovery experiments 

To quantify fluid release volume, 15 μL TE buffer was pipetted onto the tip of a dry swab. The swab was 

then dipped into pre-weighed 128 μL TE buffer (or 1% w/v sodium citrate solution for calcium alginate 

swab) and agitated (10 second 1 Hz side twirl). The swab was removed, and the fluid left in the tube was 

weighed. The volume left in tube was calculated (Equation 17) and compared to a control (Equation 18). 

As the control, 15 μL TE buffer was pipetted into 128 μL of pre-weighed TE buffer, and the fluid in the 

tube was weighed. The % Volume Recovery was calculated using Equation 19. 

𝑉𝑜𝑙 𝑎𝑣𝑎𝑖𝑙. 𝑓𝑜𝑟 𝑎𝑛𝑎𝑙𝑦𝑠𝑖𝑠 (𝑡𝑒𝑠𝑡) = 𝑉𝑖𝑛𝑖𝑡𝑖𝑎𝑙 − 𝑉𝑙𝑜𝑠𝑡𝑡𝑜𝑠𝑤𝑎𝑏

= 𝑉𝑖𝑛𝑖𝑡𝑖𝑎𝑙 −  
(𝑊1, 𝑡𝑒𝑠𝑡 − 𝑊2𝑡𝑒𝑠𝑡)

𝑑𝑒𝑛𝑠𝑖𝑡𝑦 𝑜𝑓 𝑓𝑙𝑢𝑖𝑑
  

Equation 17 

 

𝑉𝑜𝑙. 𝑎𝑣𝑎𝑖𝑙. 𝑓𝑜𝑟 𝑎𝑛𝑎𝑙𝑦𝑠𝑖𝑠 (𝑐𝑜𝑛𝑡𝑟𝑜𝑙) = 𝑉𝑖𝑛𝑖𝑡𝑖𝑎𝑙 − 𝑉𝑎𝑑𝑑𝑒𝑑 
Equation 18 
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%𝑉𝑜𝑙. 𝑎𝑣𝑎𝑖𝑙. 𝑓𝑜𝑟 𝑎𝑛𝑎𝑙𝑦𝑠𝑖𝑠 (% 𝑉𝑜𝑙. 𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑦)

=
𝑉𝑜𝑙. 𝑎𝑣𝑎𝑖𝑙. 𝑓𝑜𝑟 𝑎𝑛𝑎𝑙𝑦𝑠𝑖𝑠 (𝑡𝑒𝑠𝑡)

𝑉𝑜𝑙. 𝑎𝑣𝑎𝑖𝑙. 𝑓𝑜𝑟 𝑎𝑛𝑎𝑙𝑦𝑠𝑖𝑠 (𝑐𝑜𝑛𝑡𝑟𝑜𝑙)
 

Equation 19 

where W1, test = initial weight of test tube containing 128 µL TE buffer  

W2, test = weight of test tube after swab transfer and removal 

W1, control = initial weight of control tube containing 128 µL TE buffer 

W2, control = weight of control tube after 15 μL TE buffer was added 

Vadded = added volume of TE (either onto swab or onto control tube), 15 µL 

Vinitial = initial volume of TE in test or control tube, 128 µL 
𝑊2,𝑐𝑜𝑛𝑡𝑟𝑜𝑙−𝑊1,𝑐𝑜𝑛𝑡𝑟𝑜𝑙

𝑉𝑎𝑑𝑑𝑒𝑑
=  𝑑𝑒𝑛𝑠𝑖𝑡𝑦 𝑜𝑓 𝑓𝑙𝑢𝑖𝑑, used to convert weight change of fluid in the test tube (W2,test – W1,test) 

into volume change. (W2,test – W1,test) is negative when the swab absorbed more fluid from the tube than it 

released. Adding  

(𝑊2, 𝑡𝑒𝑠𝑡 − 𝑊1, 𝑡𝑒𝑠𝑡) 𝑥 𝑉𝑎𝑑𝑑𝑒𝑑

(𝑊2, 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 − 𝑊1, 𝑐𝑜𝑛𝑡𝑟𝑜𝑙)
 

to Vinitial would provide the recovered volume in the test tube (Volume available for analysis (test)). A transfer 

volume of 128 µL was selected because this volume allowed at least 20 µL to be recovered after the swab transfer 

step for all swab types for further testing by qPCR (as described in the next section); it also represents an 

appropriate volume for LFTs. 

 

Organism recovery experiments. 

Bacteria from swabs and control samples were lysed using a method modified from Patel et al 485, and 

lysed samples were analyzed by quantitative PCR (qPCR). Regular-tip nylon, MT nylon, and rayon swabs 

were obtained in sterile packaging, and PES and PUR swabs and other materials were autoclaved prior 

to use. All swabs and materials were tested for bacteria and DNA bacteria contamination. In all 

experiments, bacteria were transferred from the swab to 128 µL of 3 U/μL achromopeptidase (ACP) 

(Sigma #A3547) in TE to lyse the bacteria. Lysis continued for 2 minutes at room temperature. Following 

lysis, ACP was deactivated by heating (10 minutes, 95°C), and the sample tube was placed in ice 

immediately. Bacterial lysate was filtered through a centrifuge tube filter (0.2 mm pore size) to remove 

debris. 9 μL of the filtered lysate was analyzed by a MRSA/SA ELITe MGB qPCR assay (Elitech Group 

Molecular Diagnostics, formerly Epoch Biosciences, #M800346). This assay detects a single open reading 

frame encoding S. aureus specific lactate-dehydrogenase-1 (ldh1). The concentration of ldh1 copies in 

each sample (copies/μL) was estimated based on a standard curve (80 to 8x108 ldh1 copies). To verify 

that swabs were not contaminated during experiments, negative control samples (15 µL of TE buffer (N 

=3) and swabs with no added bacteria (N = 3)) were transferred to 128 µL of lysis buffer and analyzed by 

the same procedures as other samples. 

S. aureus was applied to swab tips using one of the three methods described in the following sections 

and eluted into 128 μL of pre-weighed lysis buffer. In the control case, S. aureus was introduced directly 

to 128 μL of pre-weighed lysis buffer. Both test and control tubes were weighed and set aside to allow 

for the lysis to complete. Filtered lysate then underwent qPCR for quantitation of ldh1 concentration 

(copies/μL). The limit of detection (LoD) of qPCR was less than 5 ldh1 copies per reaction, corresponding 

to about 1 CFU per reaction (Fig. S1230). Weights of test and control tubes were used to calculate 
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volumes left in the tubes (Equation 17 and Equation 18, respectively). The number of ldh1 copies left in 

tube in each case was calculated using Equation 20, and the % Organism Recovery was calculated using 

Equation 21. 

𝑙𝑑ℎ1 𝑐𝑜𝑝𝑖𝑒𝑠 (𝑐𝑜𝑛𝑡𝑟𝑜𝑙 𝑜𝑟 𝑡𝑒𝑠𝑡)

= 𝑙𝑑ℎ1 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 (
𝑐𝑜𝑝𝑖𝑒𝑠

µ𝐿
) 𝑥 𝑉𝑜𝑙𝑢𝑚𝑒 (µ𝐿)(𝑐𝑜𝑛𝑡𝑟𝑜𝑙 𝑜𝑟 𝑡𝑒𝑠𝑡) 

Equation 20 

 

%𝑂𝑟𝑔𝑎𝑛𝑖𝑠𝑚 𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑦 =  
𝑙𝑑ℎ1 𝑐𝑜𝑝𝑖𝑒𝑠 (𝑡𝑒𝑠𝑡)

𝑙𝑑ℎ1 𝑐𝑜𝑝𝑖𝑒𝑠 (𝑐𝑜𝑛𝑡𝑟𝑜𝑙)
 𝑥 100 

Equation 21 

 

Further details on how S. aureus was introduced to swabs in each method are described below. 

Low-volume fluid sample (less than swab saturation)  

15 μL S. aureus/TE (100, 104, and 106 CFU) was pipetted onto a swab tip. The amount of bacteria input 

exceeded the LoD of the qPCR assay (Fig. S1230). The swab was then dipped into lysis buffer, manually 

agitated (as described above or 10 second 1 Hz side twirl), and removed. The number of ldh1 copies was 

measured and compared to a control case in which S. aureus/TE solution was directly pipetted into pre-

weighed lysis buffer (with no submergence of pipette tip to avoid introducing bacteria from the outside 

surface of the tip). A fresh pipette tip was then used for mixing. 

 

Excess-volume fluid sample (beyond swab saturation) 

A dry or a pre-wet (by dipping into TE) swab was dipped into 1 mL of S. aureus/TE solution (106 CFU/mL) 

and manually agitated (10 second 1 Hz side twirl) to load sample into the swab. Swabs were transferred 

into pre-weighed lysis buffer, manually agitated, and removed. The number of ldh1 copies in the lysis 

tube was measured and reported. 

 

Sample dried on a surface 

Dried bacterial samples were prepared by pipetting 15 µL of S. aureus/TSB (104 CFU) onto sterilized 

25/46-inch diameter polydimethylsiloxane (PDMS) punches and left in a desiccator for 30 minutes. 

PDMS was chosen as the surface since it is known to not adhere to S. aureus organisms486, and we 

attempted to remove effects of collection efficiency by using a very vigorous swabbing procedure (goal 

of 100% collection). A dry or a pre-wet swab was rubbed across the PDMS surface 10 times to pick up 

organisms (Fig. S2230), transferred into the pre-weighed lysis buffer (128 µl), manually agitated, and 

removed. The number of ldh1 copies in the lysis tube was measured and compared to a control. In the 

control, the eluate was derived from placing the PDMS punch with dried bacteria directly in lysis buffer 

and vortexing for 10 seconds. 

 

Robustness to user variations in manual agitation 

15 µL of S. aureus/TE solution (104 CFU) was pipetted onto a dry swab, and the swab was dipped into 

lysis buffer. Different manual-twirling methods were used to release bacteria. ‘‘Side twirl’’ refers moving 
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the swab tip around the interior side of the tube in a circular motion. ‘‘Bottom twirl’’ refers to placing 

the swab tip at the bottom of the tube and rotating the shaft. 

 

Engineering for improved recovery 

A forced-flow method using a syringe was developed as an alternative to manual agitation to improve 

organism recovery. In the test case, 15 µL of S. aureus/TE (104 CFU) was introduced onto a dry swab, and 

the swab was dipped into the lysis buffer tube, the bottom of which was connected to a syringe. The 

plunger of the syringe was then pushed and pulled 5 times. At the end, the swab remained in the tube 

whereas the eluate was contained within the syringe piston and could be purged through an opening in 

the side of the syringe. 

 

Bench-top gold standard method 

Swabs (N =5) were tested for organism recovery using a laboratory protocol: vortexing for 10 seconds at 

the maximum speed. In the test case, 15 µL of S. aureus/TE (104 CFU) was introduced onto a dry swab, 

and the swab was dipped into lysis buffer prior to vortexing. 

 

Data Analysis 

Statistical analysis was performed using MATLAB (MathWorks, Natick, MA). Analysis of variance 

(ANOVA) was used to test for significant differences among means. In the case that ANOVA indicated 

significant differences (p<0.05), post-hoc comparisons (Tukey-Kramer procedure, adjusted for multiple 

comparisons) were used to determine which means were significantly different from one another. The 

data and analysis underlying the findings are fully available on request. 

 

Results 

A variety of swab types were evaluated under different conditions, as illustrated in Figure 135. We 

selected a set of commercially-available swabs representing a range of materials, microstructure, and 

size: low absorbent foam (reticulated polyurethane swab – PUR and knitted-pattern PES swabs – PES), 

low absorbent fiber (MT nylon flocked swabs – MT nylon, and regular-tip nylon flocked swabs), high 

absorbent fiber (tightly wound cotton and rayon swabs), and dissolvable swabs (calcium alginate swabs). 

Figure 134 shows scanning electron microscopy images of the nylon (flocked), PUR (reticulated), PES 

(knitted), and rayon (wound) swab tips; this set exhibits a wide variety of material structures and pore 

sizes.  
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Figure 134: Scanning electron micrographs of swab tips: (A) mid-turbinate Nylon (B) polyurethane (C) polyester 

(D) Rayon. Scanning electron micrographs were obtained using an FEI Sirion scanning electron microscope. 

Samples were sputtered with an 11 nm Au/Pd coating prior to imaging (SPI Module Control, Structure Probe, Inc., 

West Chester, PA, USA.) SEM imaging and sputter coating work was performed at the University of Washington 

Nanotech User Facility (NTUF), a member of the NSF-sponsored National Nanotechnology Infrastructure Network 

(NNIN). 

 

We focused on the manual ‘‘insert and twirl’’ agitation method common for LFTs and used a reduced 

fluid transfer volume (~100 µL) appropriate for typical LFTs. Swabs were evaluated in a series of tests, 

with subsets of swabs chosen for each test to illustrate key differences and analysis methods. Swabs 

were first tested for fluid retention (loss of fluid sample to the swab), and swabs with low retention 

volume were carried forward to test organism recovery. We used Staphylococcus aureus as a model 

system, with recovery quantified by quantitative polymerase chain reaction (qPCR). Organisms were 

applied to swabs under various conditions to represent a range of sampling conditions from dry to wet: 

a) low-volume fluid sample (less than swab saturation), b) high-volume fluid sample (beyond swab 

saturation), and c) sample dried on a surface. For the low-volume sample condition, recovery was tested 

for a wide range of concentrations (100 to 106 organisms)487, and a simulated human nasal matrix was 

used as an example of a complex sample. Pre-wet swabs were compared to dry swabs for the cases of 

excess sample volume and dry sample collection. We also tested variations on manual agitation to 

identify sensitivity to user operation, and demonstrated an engineered manual agitation method to 

200 µm

200 µm200 µm

200 µm
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improve recovery for swab-sample combinations that performed poorly. The data from all experiments 

are summarized in Tables S1 and S2230. 

 

 
 

Figure 135: Schematic of swab transfer experiments. Seven commercially-available clinical swabs (labeled A, B, C, 

D, E, F, and G) were tested for volume recovery and organism recovery. Organisms were applied to swabs in three 

ways: pipetting a low-volume sample onto the swab, dipping the swab into excess-volume sample, or rubbing the 

swab across dried sample on a surface. Selected cases included variation in sample concentration, addition of 

simulated nasal matrix, and comparison of dry and pre-wet swabs. Different manual swab agitation methods, manual 

twirling and forced flow, were tested for their effects on swab transfer efficiency compared to vortexing (gold 

standard method). doi:10.1371/journal.pone.0105786.g001 

 

Volume recovery 

Fluid volume retention for seven commercially-available swabs is shown in Figure 136. Swabs with 15 µL 

of added fluid were inserted into tubes containing 128 µL of fluid and removed, and the fluid remaining 

in the tube was used to calculate fluid volume lost to the swab (Figure 136A). Figure 136B shows the 

fluid volume lost to each swab, and Figure 136C shows the percent volume available for analysis (% 

volume recovery) for a starting volume of 128 µL. PUR and PES yielded the highest volume recovery 

(PUR: mean± SE = 89±0.4%; PES: 81±0.3%). Conversely, cotton and regular-tip nylon swabs retained 

more fluid resulting in the poorest volume recovery (cotton: 8±0.6%; regular-tip nylon: 30±3.4%). The 

remaining swabs, rayon and MT nylon, had intermediate volume recovery (rayon: 56±2.5%; MT nylon: 

70±0.8%). All data points in Figure 136B and C have 5 replicates. A one-way ANOVA indicated that 

volume recovery differed significantly across swab types (p<0.0001). Post-hoc comparisons indicated 

that PUR had a significantly higher volume recovery than other swab types (p<0.05). Additionally, we 

tested dissolvable calcium alginate swabs in the recommended dissolution buffer (sodium citrate). The 

recommended procedure uses a buffer volume that is too large for LFTs (15 mL), and using the small 

volume (128 µL) resulted in a glue-like gel that would not flow through an LFT (Fig. S4230). 
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Figure 136: Volume recovery testing. (A) Schematic of the experimental setup. The tube containing 128 

μL TE was weighed (W1), and 15 µL TE was pipetted onto the swab, which was then transferred into the 

tube using 10 second 1 Hz side twirl, and removed. The tube containing the leftover buffer (eluate) was 

weighed (W2). The % volume available for analysis (% Volume Recovery) was calculated using Equation 

19 in the text. (B) Mean TE volume (µL) absorbed by each type of swab (N = 5). (C) Comparison of the % 

Volume Recovery (mean ± SE; N= 5) from each swab. Calcium alginate swabs were resuspended in 1% 

w/v sodium citrate buffer to dissolve fibrous tip materials, the % Volume Recovery was not reported 

here due to density change of the buffer during (A). * indicates significant differences (Tukey-Kramer, α 

= 0.05). doi:10.1371/journal.pone.0105786.g002 

 

Organism recovery 

We determined that our modified ACP lysis method gave the same amount of amplifiable DNA as the 

original method by Patel et al485 (Fig. S5230) . Eluate recovered from swabs was devoid of bacteria or 

bacterial DNA (Fig. S6230) and did not interfere with qPCR or ACP lysis (Fig. S7230). The qPCR assay 

reported 3–6 genomic copies per CFU across all experiments; along with each experiment result we 

report the sample CFU for reference, but recovery values reported in this paper are based on copies 

measured by qPCR. Results are reported as absolute organisms recovered (Equation 20) or as % 

organism recovery based on a control sample analyzed by the same method (Equation 21). 

 

Low-volume fluid samples  

Swabs were tested with a sample volume that was less than the fluid capacity for all swabs (15 µL). Four 

dry swab types (PUR foam, knitted PES, rayon, and MT flocked nylon swabs (N = 5)) were tested for 

organism recovery using low-volume samples (Figure 137A). When bacterial solution was pipetted onto 

the swab tip, fluid absorption behaved differently among swab types. For PUR swabs, the fluid beaded 

up on the surface without absorbing. For PES and nylon swabs, the bacterial fluid formed a thin film 
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around swab tip but did not bead up. For rayon swabs, fluid was completely absorbed into swab tips. 

 

 

Figure 137: Organism recovery for low-volume samples. (A) Schematic of the experimental set up. 15 µL 

S. aureus/TE (~100,~104, or  ~106 CFU, equivalent to 500, 6x104, or 4x106 ldh1 copies, respectively, as 

measured by qPCR) was spiked onto the swab, which was then agitated in 128 µL lysis buffer using 10 

second 1 Hz side twirl, and removed. (B) Comparison of the % Organism Recovery in four swabs at three 

different organism input numbers (mean± SE, N= 5), which was calculated using Equation 21 in the text. 

(C) Comparison of the % Organism Recovery (mean± SE; N= 5) using ~104 CFU/swab of S. aureus in the 

presence and absence of simulated nasal matrix (SNM). doi:10.1371/journal.pone.0105786.g003 

 

The percent organism recovery of each swab using low-volume samples is shown in Figure 137B. 

Regardless of the number of organisms added, PUR foam yielded the highest organism recovery of 79%–

98%. MT nylon and PES had intermediate organism recovery of 51–70% and 21–65%, respectively. 

Rayon provided the lowest organism recovery of 1–12%. A two-way ANOVA indicated significant effects 

of swab type and numbers of organisms applied to swab, and a significant interaction (every p <0.05). 

Post-hoc comparisons showed that organism recovery of PUR was significantly higher than other swabs 

(followed by MT nylon, PES, and rayon). 

Figure 137C compares % organism recovery of PES (N =5) and PUR (N = 5) for bacterial samples in the 

presence and absence of simulated nasal matrix (SNM). We verified that SNM did not interfere with 

qPCR and ACP lysis (Fig. S8230). Despite the presence of SNM, PUR swabs still yielded significantly higher 

organism recovery than PES swabs; mean±SE was 84±4% for PUR and 38±2% for PES (two-way ANOVA, 

effect of swab type, p<0.0001). SNM significantly increased % organism recovery (p = 0.03). 

Excess-volume fluid sample (beyond swab saturation)  

Four swabs (rayon, PES, PUR, and MT nylon (N = 5)) were tested using excess-volume samples (1 mL). As 

the swab was submerged into 1 mL bacterial solution and twirled (Figure 138A), dry rayon, PUR and PES 

swabs released air bubbles and allowed solution to flow into the interior of the swab tip. Figure 138B 

reports the number of organisms released from the swab into lysis buffer. A two-way ANOVA showed a 

significant effect of swab type on the number of organisms recovered (p= 0.0001) and prewetting the 
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swab (p= 0.001). No significant interaction was found (p = 0.63). Post-hoc analysis indicated that PES 

swabs yielded significantly fewer organisms recovered than rayon, MT nylon and PUR. Wetting the swab 

reduced number of organisms recovered. The number of organisms recovered from each swab was then 

normalized by the product of its volume capacity and the concentration of organisms in the bacterial 

sample solution (Figure 138C). Two-way ANOVA indicated significant effect of swab type (p<0.0001) and 

pre-wetting the swab (p = 0.009). Post-hoc analysis reported that PUR swabs had significantly higher 

normalized organism recovery than other swabs. 

 

 

Figure 138: Organism recovery for high-volume samples. (A) Schematic of the experimental set up. 

Either a dry or pre-wet swab was dipped into 1 mL ,106 CFU/mL S. aureus solution (equivalent to 6x106 

ldh1 copies/mL, as measured by qPCR) and agitated by 10 second 1 Hz side twirl. The swab was then 

inserted into 128 µL lysis buffer, agitated by 10 second 1 Hz side twirl, and removed. (B) Comparison of 

the absolute number of organisms recovered for dry and pre-wet swabs. Absolute organism recovery 

was reported (rather than %) since the uptake of sample volume was different for each swab; absolute 

recovery was calculated using Equation 20 in the text. In all cases, recovery was larger than would be 

expected based on swab volume and sample concentration by colony counts due to presence of 

multiple target copies per CFU. (C) The number of organisms recovered from each swab from panel (B) 

normalized by the number of organisms expected based solely on the sample concentration and volume 

capacity of the swab (estimated number of organisms collected by the swab = swab volume capacity 

(µL) x bacterial stock concentration (copies/μL from qPCR)). doi:10.1371/journal.pone.0105786.g004 

 

Sample dried on a surface 

Four swabs (PUR, PES, rayon, and regular-tip flocked nylon swabs (N = 5)) were tested for organism 

recovery using a dried bacterial sample (Figure 139A). Swabs were dry or pre-wet (by dipping into TE 

buffer). To ensure that a swab was able to pick up the dried sample effectively, the swab was rubbed 

vigorously on the surface of PDMS (Fig. S2230). Figure 139B shows % organism recovery for dried 

samples. A two-way ANOVA indicated % organism recovery was affected by swab type (p =0.0004) and 

wet/dry swab pre-conditions (p= 0.02) with no significant interaction (p= 0.4). Post-hoc comparisons 

showed rayon had significantly lower % organism recovery than other swabs. 
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Figure 139: Organism recovery for dried samples. 

(A) Schematic of the experimental set up. 15 µL of 

S. aureus solution (~104 CFU, equivalent to 6x104 

ldh1 copies, as measured by qPCR) was spotted on 

a 25/64-inch diameter PDMS punch and left to dry. 

A dry or pre-wet swab was rubbed on the PDMS 

surface (10 times), agitated in 128 µL lysis buffer 

using 10 second 1 Hz side twirl, and removed. (B) 

Comparison of % organism recovery for pre-wet 

and dry swabs based on a control sample and an 

assumption of 100% collection efficiency. 

doi:10.1371/journal.pone.0105786.g005 

 

Robustness to user variations in manual agitation.  

Three dry swab types (PUR, PES, and rayon (N = 5)) were tested for variations in manual agitation to 

release organisms into the lysis buffer (Figure 140A). All manual twirl methods yielded comparable % 

organism recovery from PUR swabs (Figure 140B); the low variation in PUR swabs was likely due to lack 

of sample absorption into the hydrophobic swab tip, which allowed sample release without agitation. 

Greater variation was observed in PES and rayon swabs (Figure 140D), which represented more realistic 

sampling conditions. Coefficients of variation of organism recovery of all manual twirling methods were 

7% for PUR, 23% for PES and 40% for rayon swabs.  

 

 

Figure 140: Comparison of manual agitation methods for swab transfer. (A) Schematic of action 

performed over a period of 1 second for different manual twirling methods. (B) Comparison of % 

organism recovery of PUR swabs using different twirling methods, which was calculated using Equation 

21 in the text. (C) Schematic of the new forced flow syringe method. (D) Comparison of % organism 

recovery for PES and rayon swabs, using different twirling methods and the forced flow syringe method. 

* indicates statistically significant differences (Tukey-Kramer, α = 0.05). 

doi:10.1371/journal.pone.0105786.g006 
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Engineering for improved recovery.  

A new manual agitation method, forced fluid flow using a syringe, was developed to increase organism 

recovery (Figure 140C). In order to test effectiveness of this method in improving organism recovery, 

intermediate-performing swabs (rayon and PES; Figure 137D) were selected. We compared % organism 

recovery derived from the forced-flow using the syringe method to other agitation methods (Figure 

140D). A one-way ANOVA rejected the hypothesis that there was no difference among the six agitation 

methods. Post-hoc comparison (Tukey-Kramer, α =0.05) indicated that the forced flow using the syringe 

method yielded significantly higher organism recovery than the other five methods. This was true for 

both swab types. 

 

Bench-top gold standard method.  

Six swabs (PUR, PES, MT nylon, regular-tip nylon, cotton, and rayon) were tested for their organism 

recovery when 10 seconds of vortexing was applied. Organism recovery of cotton swabs could not be 

reported, since they absorbed all of the sample fluid. For the rest of swab types, a one-way ANOVA 

rejected the hypothesis that there was no difference among swab types. Post-hoc comparison (Tukey- 

Kramer, α = 0.05) indicated that PUR, PES, and MT nylon yielded significantly higher organism recovery 

than rayon and regular-tip nylon (Fig. S9230). In comparing the efficiency of vortexing and 1 Hz side twirl, 

vortexing offered a significant improvement over 1 Hz side twirl methods for PES, MT nylon, and rayon 

(p<0.001 in all cases). However, vortexing did not significantly increase organism recovery in PUR 

(p>0.05). Additionally, vortexing yielded a significantly higher organism recovery for PES and rayon 

compared to forced flow using syringe method (p<0.001 in both cases). 

 

Discussion 

In this study, we characterized several important properties of swabs currently utilized world-wide in 

many POC diagnostic tests. The experimental design had three overall aims: 1) to provide quantitative 

analysis and definitions of swab transfer efficiency that can be used to evaluate swabs and transfer 

methods, 2) to identify differences in swab transfer efficiency for a selection of common swabs and 

sample conditions, and 3) to identify commercially available swabs that perform well for sample 

conditions and manual agitation methods typical of POC testing. The results demonstrate that the 

choice of swab type for POC testing may be critical to achieving a sensitive and reliable test. 

We built on previous work to develop analysis methods and definitions for quantitative evaluation of 

swab transfer efficiency. Some studies have assumed that the volume absorbed is an accurate 

representation of organisms picked up by the swab481,488,489. This assumption applies only when 

organism densities are the same inside and outside the swab; it will be inaccurate if organisms 

accumulate in the swab during agitation or if organisms do not flow freely into the swab. Our results 

show that swab transfer efficiency cannot be predicted based on fluid volume recovery alone, rather it 

requires analysis of organism recovery. The method for measuring the number of organisms in a sample 

also varies across studies. For bacteria, common measures include optical density at 600 nm (OD600), 

colony counts (as colony forming units, CFU)481,490–492, and quantitative polymerase chain reaction 

(qPCR). However, OD is only applicable to high organism density. In colony counting, the transfer 

procedure itself can affect organism vitality (e.g., due to fluid composition, physical damage by 
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vortexing or agitation)493. For clustering or biofilm forming organisms494, such as S. aureus, 

fragmentation during the transfer procedure can artificially increase the apparent recovery493. Thus, 

colony counting can bias results when comparing transfer methods or using a control to calculate 

percent organism recovery since each sample experiences different conditions. In contrast, qPCR 

provides consistent results independent of cell viability or clustering495,496, and it allows calculation of 

transfer efficiency by normalizing organism recovery to an input control sample analyzed by the same 

method. Our results demonstrate that qPCR and input controls allow quantitative measurement of swab 

transfer efficiency that can be applied across studies. 

The scenario of low-volume samples showed the largest difference between swab types. For example, 

the sample beaded on the hydrophobic tip of the PUR foam swab and was promptly released into the 

lysis buffer; this scenario is not a realistic sampling case since the swab resists collection of the small 

fluid volume, and the high recovery should be interpreted with caution (although we note that PUR 

swabs also gave high recovery for high-volume samples and dry samples). In less hydrophobic materials 

such as PES and MT nylon, a thin film coating of bacterial solution was created surrounding the swab tip 

resulting in intermediate recovery. The hydrophilic tip of the rayon swab481 fully absorbed the small 

sample solution, and absorption of transfer fluid may have further driven sample into the swab interior 

resulting in poor recovery during agitation. Thus, the wettability of the swab itself may impact specimen 

recovery. 

Intuitively, swabs with larger volume capacity will collect more organisms when excess fluid sample is 

available. We hypothesized that, in addition to the swab volume capacity, swab chemical composition 

and structure can impact organism pick up and release. To investigate this, we normalized the number 

of organisms recovered by the estimated number of organisms that would have been picked up if there 

were no impact of material composition and structure. The nylon, PES, and rayon swabs all transferred 

near the expected number of organisms based on their volume capacity, but the normalized organism 

recovery for the PUR swab was more than 2.5 fold higher than the other swabs (Figure 138C). This result 

suggests that swabs may accumulate organisms during agitation. Surprisingly, the PUR and rayon swabs 

maintained their recovery under pre-wet conditions. For the PUR swab, the large open pore structure 

may have allowed effective exchange of pre-wetting fluid with sample during collection. For the rayon 

swab, the large tip and dense structure may have prevented access to sample in the swab interior (as in 

Figure 137) for both dry and pre-wet conditions; the good recovery would then imply that rayon also 

accumulated organisms on its outer surfaces during collection. The results suggest that swab 

composition and structure can have a significant impact on collection and release efficiency and should 

be evaluated for the specific organism and sample type. 

Swabs can be used to collect samples from dry surfaces, such as for environmental testing and sampling 

from skin or dry nasal passages, and pre-wet swabs are sometimes used to increase collection efficiency 

for dry samples491. The improved performance of rayon swabs with dry samples (Figure 139B) compared 

to the low-volume case (Figure 137B) suggests that organisms collected from a dry surface were more 

accessible to manual agitation. This would be expected since dry collection deposits sample on the 

exterior surface of the swab, whereas liquid samples wick into the swab interior where they may be 

inaccessible by manual agitation. Similarly, the effect of pre-wetting was more pronounced for rayon 

and regular nylon (Figure 139B), which have relatively high volume absorption compared to PES and 
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PUR (Figure 136B). The pre-wetting step filled the interior volume of swabs prior to sampling, and 

presumably this allowed dried sample to remain on the exterior surface of swabs where they were more 

effectively released during manual agitation. 

Biological fluids found in clinical specimens can affect organism recovery. Complex matrices can affect 

physical properties (e.g., viscosity) or chemical properties (e.g., binding to swab materials or passivating 

swab surfaces). For example, mucin has been found to reduce non-specific binding of protein and has 

been used to coat biomaterials to create non-fouling surfaces497 and repel other negatively charged 

molecules242 (e.g., DNA). However, the increased viscosity of complex matrices may reduce the 

effectiveness of agitation. As an example of a sample matrix, we measured recovery in the presence of 

simulated nasal matrix (SNM) and found that it had little effect on organism recovery (Figure 137C). The 

effect of sample matrix will be highly dependent on the sample type and should be evaluated for each 

application; the experimental design used here for SNM can be applied to quantitatively measure the 

effects of sample matrix on swab transfer efficiency. 

User variations in swab transfer procedure could affect test sensitivity and reproducibility. Commercial 

LFTs typically include instructions to agitate the swab for a given time but do not specify the method. 

Our results with selected swabs showed that variations in agitation method and time had modest 

impact on organism recovery for the case of low-volume samples. Robustness to user variation will be 

especially important to maintain sensitivity and reproducibility for POC tests performed by untrained 

users and should be tested for all applications. 

We demonstrated that an engineered swab transfer method can increase recovery from poorly 

performing swabs. However, the improved organism recovery was still significantly lower compared to 

vortexing (gold standard). Other engineered methods could include buffer-filled swab shafts that push 

fluid from the swab interior or methods that compress the swab to remove absorbed fluid. This finding 

has direct application to future developments in POC testing. 

The PUR swab was the best performing swab across all sample conditions. This may be of clinical 

interest as similar PUR swabs have been found to be sensitive for the detection of respiratory viruses in 

immunocompetent and immunocompromised human subjects498. In addition, smaller swab size may be 

applicable to clinical use in subjects of diverse size and in sampling of diverse structure. The small 

volume of the PUR swab and reproducible recovery for variations in agitation methods also make it well 

suited for application in POC devices. 

Limitations of this work included the use of analytical samples instead of clinical samples, and the use of 

a single organism, Staphylococcus aureus, as a model due to its relevance as a human pathogen. 

However, these choices allowed us to create replicable cultured samples with known numbers of 

organisms and to create various sample types representative of swab collection sites (from dry to wet 

samples, in the presence or absence of other biological components). Other limitations of this work 

include the evaluation of a limited number of swab types, although they represent some of the most 

common commercially-available swab types used in clinical testing today. Finally, although the number 

of organisms transferred from swabs involves both collection and release, swab collection efficiency is 

highly dependent on the target pathogen and details of the sampling site; our work only focused on 

swab transfer release efficiency.  
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Conclusions 

We have built on previous work to develop a quantitative method to evaluate and compare swab 

transfer performance. We evaluated a variety of swabs under manual agitation conditions appropriate 

for POC testing. By selecting a set of commercially available swabs representing a variety of tip sizes, 

shapes, and materials, and utilizing qPCR as a direct measure of target quantity, we were able to 

quantitatively measure the transfer efficiency of a model organism. Our data show that swab size, 

structure, or composition affects swab release performance under different sampling conditions (low-

volume, excess volume, or dry samples). Variations in manual agitation method and time had modest 

impact on swab transfer efficiency for three swabs tested, which is encouraging considering the 

likelihood of user variation in POC tests. For cases when a test is constrained to a swab with poor 

transfer efficiency, we demonstrated how forced-flow transfer methods could be used to improve 

transfer efficiency. The results and discussion presented here highlight key factors that should be 

considered in selecting swabs for POC applications. The quantitative evaluation methods developed 

here can be applied to other swab types in the future, both for POC applications or laboratory tests. 
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Abstract 

Lateral flow tests (LFTs) are well-suited for rapid point-of-care testing in low resource settings. The 

wicking action of the paper strip moves the sample and reagents through the device without a need for 

pumps, but LFTs are typically limited to tests that can be carried out in a single fluidic step. The materials 

from LFTs can be reconfigured to create paper networks that automatically carry out multi-step fluidic 

operations, while retaining the same easy-to-use format as a conventional LFT. Here, we describe basic 

principles of wicking and system-level behavior of paper networks by analogy to electrical circuits. We 

describe key design principles for a previously-developed 2D paper network (2DPN) and introduce an 
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alternative linear paper network (Pseudo-1DPN) that takes advantage of system-level behavior to 

perform clean sequential fluid delivery while reducing device running time. 

 

Introduction 

Lateral flow strip tests have been identified as a diagnostic technology well suited for point-of-care 

(POC) use in low resource settings499,500. With fluid transport occurring due to the capillary pressure of 

the strip material (rather than through the use of pumps), lateral flow strip tests are entirely disposable, 

rapid, user-friendly, and affordable501–503 (Figure 141). Numerous lateral flow strip tests have already 

been developed and successfully used in limited-resource settings, with applications including 

pregnancy testing and disease diagnosis. The basic function of a lateral flow device is to mix sample with 

a visible label (e.g., antibody conjugated to gold nanoparticles) and capture the analyte-label complex at 

a detection line via an immobilized capture molecule (e.g., antibody). While the simplicity of these strip 

tests makes them ideal for use as a POC tool, it has generally limited them to performing tests that can 

be carried out in a single chemical step. Using lateral flow tests (LFTs) as clinically relevant diagnostic 

tools is sometimes limited to targets with high(er) concentrations because of the limited analytical 

sensitivity of the LFT format. Recently, many research groups have been rethinking the advantages and 

limitations of LFTs and creating new devices with similar simplicity but added features, such as multiple 

assays in a single device45,258,259,500,502,504–506. 

 

 
Figure 141: A common format for lateral flow tests. Fluid movement is driven by wicking, and chemical 

reagents are stored on the device. Most LFTs perform single-step sandwich immunoassays by binding a 

label to the analyte, then capturing the analyte-label complex at a detection line. In a LFT, these two 

reactions are carried out in a single fluidic step. LFTs typically cannot perform chemistries that require 

multiple steps (e.g., amplification, sample preparation). 

 

In recent years, the Fu/Lutz/Yager group at UW has worked to increase the functionality of disposable 

tests by patterning the membrane into two-dimensional paper networks (2DPNs)46–49,261,277,404,405. 

Utilizing non-linear geometries of a wicking membrane makes it possible to perform automated multi-

step assays without greatly increasing the device complexity from a user standpoint. Figure 142 shows 

an early demonstration of a 2DPN designed to deliver three fluids to a detection zone in a timed 

sequence. The three-legged device was contacted with three fluid droplets to initiate flow. The fluids 

initially wicked into the strip and met at the midway point between legs (Figure 142A), followed by 

wicking of fluids toward the detection region on the right of the strip (Figure 142B). Delivery from each 

leg stopped when its source fluid became depleted. The result was treatment of the detection zone with 

three fluids in a timed sequence (Figure 142C). The preliminary design, in this case, led to the undesired 
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co-arrival of two fluids at the detection zone (most evident in the parallel yellow and clear fluids at 9 

minutes); prevention of this type of problem will be addressed in this paper. 

 
Figure 142: Early concept and demonstration of a 2-dimensional paper network (2DPN) for automated 

sequential fluid delivery. The device was fabricated from a porous nylon membrane cut by scissors, an 

absorbent pad (paper towel stapled to the membrane), and support stand (bent paper clip). Three drops 

of source fluid (water with food coloring) were pipetted onto a table, and flow was initiated by 

contacting the legs with droplets. Imperfections in sequential delivery (parallel flows of yellow and 

colorless fluids) can be seen in the images. The width of the main channel in the device was 

approximately 6 mm, and total time was about 9 minutes. 

 

Sequential delivery in 2DPNs is controlled by two principles: 1) arrival time of each fluid at a detection 

zone is controlled by the length of the path followed by that fluid, and 2) fluid sources of finite volume 

are “shut off” by their depletion. Thus, 2DPNs represent a form of fluidic programming that depends on 

wicking properties of the materials and the system-level behavior of paper networks. 

Since the initial concept demonstration (circa 2008), we have developed devices that automatically 

perform multi-step immunoassays using enzyme-based signal amplification (ELISA chemistry) and 

electroless gold deposition onto gold detection labels for signal enhancement49,404,405. Design variations 

have included card-like formats that used porous pads as fluid sources49,404,405 and a cartridge format 

that used a single fluid well as the source for all legs47. Figure 143 shows a previous example of a 2DPN 

that used porous (glass fiber) pads as the fluid sources49. The image sequences at left show delivery of 

colored fluids, and those at right show the same device performing a multi-step signal enhancement. 

Glass fiber pads were chosen because they release nearly all fluid, but as we find in this paper, what 

appeared to be an ideal source actually is not. Successful fluidic sequencing depends not only on the 

paper network design but also on the release properties of the fluid sources. 
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Figure 143: A 2DPN designed to automate a multi-step signal amplification [figure source: Fu, Kauffman, 

Lutz, Yager, “Chemical signal amplification in two-dimensional paper networks,” Sensors & Actuators B 

149 (2010) 325–328]. Porous (glass fiber) pads were used to hold finite volumes of source fluids. A) 

Image sequence of delivery of three fluids to a common leg in a timed sequence (orange, yellow, red). B) 

Image sequence for a sandwich immunoassay using a multi-step signal amplification process (SA-G: 

streptavidin-gold; PBS: phosphate-buffered saline; GE: gold enhancement reagent). The upper right 

image shows a faint gold spot (end point of a typical LFT), and the lower right image shows the darkened 

spot after enhancement. The device carried out all delivery steps without intervention. The width of the 

main channel was 3 mm. 

 

It is possible to develop a functional 2DPN by an “estimate and check” method. However, this method 

generally requires multiple iterations to achieve sequential delivery with minimal overlap in the delivery 

of fluids. Our goal is efficient, rational design of 2DPN devices. This requires an understanding of the 

physical properties, namely the capillary pressure and the fluid resistances, of the multiple materials 

within the paper network. For example, even the simple lateral flow strip contains at least four 

connected materials whose physical properties affect fluid flow in the device. We note that Mendez, et 

al provided an excellent description of wicking principles and manipulated material shape to control 

fluid flow rates in strips276. In addition, the Delamarche group has done excellent work on capillary-

driven flow control in microfluidic channels507–509, and the channel-based format shares many principles 

with the porous material system discussed here. 

In this manuscript, we apply simple electrical circuit models to paper networks to identify design 

principles for capillary driven sequential fluid delivery in paper networks. We introduce basic concepts 

of wicking and how electrical models can be constructed for simple cases, and we show how fluid 

sources can affect the extent and speed of fluid delivery into a strip. Finally, we use electrical models to 

identify design principles in paper networks and show that a linear paper network (Pseudo-1DPN) 

provides clean sequential delivery in a simple format. 

 

Experimental 

Characterization of alternative fluidic sources 
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Tested materials included thick glass fiber (8964; Millipore, Billerica, MA), cellulose (CFSP223; Millipore, 

Billerica, MA), and nitrocellulose (HF135; Millipore, Billerica, MA). A nitrocellulose (HF135) wicking 

membrane was used for each case. Materials were housed on adhesive Mylar (10 mil T- 5501 Mylar core 

with 1 mil adhesive on each side; Fraylock, San Carlos, CA) cards. All materials were cut using a CO2 laser 

cutting system (Universal Laser Systems, Scottsdale, AZ). 

Fabrication of sequential delivery devices 

All sequential delivery devices were fabricated from nitrocellulose and adhesive Mylar. Fluid sources 

used were either wells (CV2024; VitroCom, Mountain Lakes, NJ) or thick glass fiber pads. Wells were 

held in place using a stand fabricated from thick cellulose (Grade 320; Ahlstrom, Helsinki, Finland). 

 

General experimental protocols 

Fluids used in any experiments were either deionized water or commercially available food dyes diluted 

in deionized water. Sequential delivery using well sources was performed in the ambient environment. 

All other experiments were conducted in a humidity-controlled environment (70% - 80% humidity). A 

web camera was used to perform all imaging (Logitech, Fremont, CA). 

 

Computational modeling 

All computational simulations were performed using MATLAB R2012a. Equations for the flow rates 

through each leg of a device (later denoted as Q1, Q2) were derived using mesh and nodal analysis of 

the analogous electrical circuit. Models were implemented only after initial wet-out occurred; initial 

conditions were defined by setting the position of the fluid fronts (known to be mid-way between 

spacer regions) and appropriately depleting the sources (based on membrane capacity). A time step of 

0.2 seconds was used to track source depletion/saturation, source backpressures, the position of each 

fluid front, and fluid flow rates. As a note, this model has not yet been thoroughly validated and will only 

be used for qualitative purposes in this manuscript. 

 

Physical principles and modeling approach 

Electrical circuit analogues 

Capillary-driven flow in porous media can be described conceptually by analogy to simple electrical 

circuits (Table 20). Pressure (P) created by capillary force or gravity is represented as voltage (V), fluid 

flow rate (Q) is represented as current (I), and viscous resistance (R=μL/κWH) is related to properties of 

the fluid (fluid dynamic viscosity μ) and the permeability (κ) and dimensions of the porous material 

(cross-sectional area W*H, wetted length L). Atmospheric pressure acts on fluid-air interfaces and is 

represented as electrical ground at inlets and outlets. The 1D form of Darcy’s Law relates the fluid flow 

rate to the driving pressure and viscous resistance; it is the equivalent of Ohm’s Law in electrical 

circuits261,276,277. 

 

Table 20: Electrical analogy for capillary-driven flow in porous media 

Electrical Fluidic 

Voltage, V Pressure, P (capillary, gravity) 

Current, I Fluid Flow Rate, Q 
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Resistance, R Resistance, R = μL/κWH 

Ground (V=0) Atmospheric Pressure (P=0) 

Ohm’s Law, V = IR Darcy’s Law, P = QR 

 

Figure 144A illustrates a simple case of fluid wicking from a finite fluid source into a straight, initially dry 

strip. The rate at which fluid wicks through a porous membrane is affected by two opposing forces: 1) 

the capillary pressure of the material (Pp) that pulls fluid into the strip, and 2) the viscous resistance (R) 

that opposes fluid flow through the pores. As more fluid is taken up by the material, the length of the 

fluid column increases as a function of time (L(t)), and the viscous resistance increases (R=μL(t)/κWH). 

Figure 144B shows the electrical circuit model describing this time-dependent wicking, where an ideal 

fluid source is represented as ground (Ps=0). Evaluating this circuit, we find that: 

𝑄(𝑡) =  𝜀𝑊𝐻
𝑑𝐿(𝑡)

𝑑𝑡
=  

𝑃𝑝

𝑅
=  

𝜅𝑊𝐻𝑃𝑝

𝜇𝐿(𝑡)
 Equation 22 

and 

𝐿2 =  
2𝑃𝑝𝜅

𝜇𝜀
𝑡 Equation 23 

 

where ε is the void volume of the porous material. Figure 144C illustrates Equation 23 for wicking of 

fluid into a strip from a finite fluid source. The combination of a constant capillary pressure and the 

rising resistance during wet out causes the fluid front to slow down over time (following L2~t) until the 

fluid source is depleted. The scaling found in Equation 23 (L2~t) matches exactly with the classic Lucas-

Washburn expression describing 1D capillary-driven wet-out510,511. Thus, electrical analogies can be 

useful for understanding basic concepts of capillary-driven flow in porous materials261,277
. 

 

 

Figure 144: Principles of wicking into simple strips. A) Schematic of wicking into a straight, 

initially dry strip. Wicking is driven by capillary pressure (Pp) and opposed by viscous resistance 

to flow through pores that increases as wicking proceeds; the result is a slowing of wicking rate 

over time. B) An electrical circuit model for wicking into a strip. C) Illustration of migration of 

the fluid front as a function of time following Equation 23 for a finite fluid source. 

 

Non-ideal fluid sources: backpressure effects 

The previous derivations assumed ideal fluid sources that apply negligible backpressure on the strip 

during release (a condition inherently achieved using well sources). While this simplification offered by 

wells makes them a well-characterized fluid delivery system, alternative fluid source materials may be 
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better suited for POC settings. For example, LFTs commonly use a sample pad as a fluid source, and we 

have used glass fiber pads in 2DPNs to hold defined volumes of each source fluid (e.g., Figure 143). 

Figure 145A shows the result of wicking fluid into strips from different source materials; images were 

taken after wicking had ceased. Each source material was sized to hold the same volume of fluid, and 

nitrocellulose was used as the wicking strip in all cases. The well case represents perfect delivery; the 

length of wicking into the strip is a measure of the volume released. Glass fiber completely released its 

fluidic content, while both cellulose and nitrocellulose source pads retained a large percentage of the 

fluid. 

 

 
Figure 145: Effects of fluid source materials on capillary-driven fluid delivery into strips. A) Wicking of 

fluid from different source materials into nitrocellulose strips. Each source was sized to hold the same 

fluid volume, and images were taken after wicking ceased. The well source can provide complete 

delivery (100% drained); some materials did not deliver all fluid. B) Migration of the fluid front during 

wicking from different source materials as illustrations derived from experiments. The well case 

followed the L2 versus t scaling from Equation 23, while other sources deviated to varying degrees. The 

% drained was calculated from L(t) based on the fluid capacity of the nitrocellulose. C) Circuit model for 

wicking into a strip from a non-ideal fluid source. D) Backpressure profiles during release for different 

source materials. Profiles were determined from plots in C based on Equation 26 and presented here as 

illustrations. The backpressure applied by the source (PS(t)) was normalized to the capillary pressure of 

the nitrocellulose strip (Pp), such that capillary flow stops when this ratio is one.  

 

Figure 145B shows wicking profiles derived from data (not shown) for different fluid source materials. 

The source material affects not only the total amount of fluid released into the membrane, but also the 

rate at which fluid is released. While glass fiber fully drained, the release rate was slowed in comparison 

to the ideal case (well). When nitrocellulose was used as both a fluid source and wicking membrane, 

well-like delivery occurred until the source became ~50% depleted, at which point delivery quickly 

halted. In contrast to both materials, cellulose delivered an intermediate amount but showed a much 

slower release. The release profiles shown in Figure 145B suggest that the pressure applied on the 

membrane by the source pad can change as fluid is drained. 

Following the electrical analogy, these fluid sources will function as a voltage source (rather than the 

previously used ‘ground’) that opposes the capillary pressure of the wicking membrane (Figure 145C). 

The circuit models for ideal and non-ideal sources can be used to derive the time-dependent pressure 

applied by a given material based on experimentally obtainable values. 

 

𝑊𝑒𝑙𝑙 𝑠𝑜𝑢𝑟𝑐𝑒: 𝑄𝑤𝑒𝑙𝑙 =  𝜖𝑊𝐻
𝑑𝐿𝑤𝑒𝑙𝑙

𝑑𝑡
=  

𝑃𝑝

𝑅
=

𝜅𝑊𝐻𝑃𝑝

𝜇𝐿𝑤𝑒𝑙𝑙
 Equation 24 
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𝑁𝑜𝑛𝑖𝑑𝑒𝑎𝑙 𝑠𝑜𝑢𝑟𝑐𝑒: 𝑄𝑝𝑎𝑑 =  𝜀𝑊𝐻
𝑑𝐿𝑝𝑎𝑑

𝑑𝑡
=  

𝑃𝑝 − 𝑃𝑠(𝑡)

𝑅
=  

𝜅𝑊𝐻[𝑃𝑝 − 𝑃𝑠(𝑡)]

𝜇𝐿𝑝𝑎𝑑
 Equation 25 

 

Taking the ratio of these two equations gives the time dependent applied pressure of a non-ideal fluid 

source (PS(t)): 

𝑃𝑠(𝑡)

𝑃𝑝
= 1 − 

𝐿(𝑡)𝑝𝑎𝑑 𝑑𝐿(𝑡)𝑝𝑎𝑑

𝑑𝑡

𝐿(𝑡)𝑤𝑒𝑙𝑙 𝑑𝐿(𝑡)𝑤𝑒𝑙𝑙

𝑑𝑡

 Equation 26 

 

As suggested by the experiments, we again see that the capillary pressure of the nitrocellulose and the 

backpressure exerted by the source material affect both the distance and rate at which fluid travels 

through the membrane (L(t) and dL(t)/dt, respectively). 

Figure 145D plots the backpressure profile during release for selected materials (curve derived from 

experimental data, not shown); it shows how drastically the pressure applied by a non-ideal source may 

deviate from the ideal case. In contrast to the constant, negligible backpressure exerted by a well, glass 

fiber and nitrocellulose sources had complex pressure functions that varied as they were drained. In the 

initial stages of delivery, the glass fiber pad behaved similar to an ideal well source and applied a very 

low backpressure. However, this pressure drastically increased as more fluid was released. This matches 

the wicking behavior observed in Figure 145B where release from glass fiber pad increasingly deviated 

from the well case over time. Release from nitrocellulose initially occurred with little backpressure until 

reaching a critical depletion level (~50%), at which point the capillary pressure of the membrane and the 

backpressure applied by the source equalized. This pressure equilibration eliminated the driving force 

for flow and as a result, the nitrocellulose pad retained the remainder of its fluid (as seen in Figure 

145B). 

Since many potential source materials have a non-uniform pore distribution, it is not surprising that the 

backpressure applied by the source changes during drainage. For example, a material composed of small 

and large pores may apply a bimodal backpressure. The pressure may first be low as the large pores 

drain but then increase when only the small pores remain filled. Glass fiber, cellulose, and nitrocellulose 

(all common lateral flow materials) all have non-uniform pore distributions. In the following sections, we 

describe the impact of ideal and non-ideal fluid sources on paper network behavior. In some cases, 

backpressure profiles from Figure 145D data were used in calculations. 

Basic principles in 2D paper network (2DPN) design 

Figure 146 illustrates the network behavior for sequential fluid delivery in a 2DPN. For simplicity, we 

show a device with two legs of equal length and ideal fluid sources of finite volume. Figure 146A (left) 

shows the state after an initial wet-out period in which the two fluids meet in the spacer region mid-way 

between the two legs. After this point, both sources continue to deliver fluid, but at different rates. A 

“leakage” flow (Q2) causes migration of the blue fluid front, and successful sequential delivery requires 

that the first fluid (red) is completely drained before arrival of the blue-red fluid front. Unsuccessful 

design results in both fluids flowing into the detection leg in parallel (e.g., yellow and clear fluids in 

Figure 142). Figure 146A (right) shows the state after complete drainage of the first (red) fluid for a 

condition of successful delivery. 
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Figure 146: Network behavior for sequential delivery in a 2DPN. A) After initial wet-out occurs, fluid will 

continue to flow through both legs, which causes the fluid interface to migrate. Successful sequential 

delivery occurs if the red fluid drains completely before the blue fluid reaches its leg. B) Circuit model for 

the two stages of delivery in the 2DPN. 

 

Figure 146B shows circuit diagrams for the two stages of sequential delivery in the 2DPN. The ratio of 

flow rates delivered by each leg is a critical parameter in achieving device success; we find that it can be 

determined solely by the resistances in the network: 

 

𝑄2

𝑄1
=  

1

1 +
𝑅𝑠

𝑅𝐿
⁄

 Equation 27 

 

Ideally, this flow ratio would be zero in the first stage of delivery, with no fluid release occurring from 

the left source (blue, Q2) as the right source (red, Q1) drains. Conceptually, delivery is clean if the time 

for depletion of the first fluid (Tdrain) is shorter than the time for migration of the leakage front (Tmig). A 

quantitative criterion for success must also consider the volumetric capacity of the spacer region (i.e., 

the region that can be filled by the flow Q2 before failure, not shown). While the 2DPN is incapable of 

eliminating leakage flow, the leakage flow can be mitigated by increasing the spacer resistance (RS, e.g., 

by increasing length or decreasing width) or by decreasing the leg resistance (RL, e.g., by decreasing 

length or increasing width). Non-ideal sources further increase the leakage flow (equations not shown). 

The simple analysis shows the most critical concept – eliminating legs should improve sequential 

delivery. 

A linear paper network (Pseudo-1DPN): basic principles 

Prior to developing the network models presented here, some of our authors (Lafleur, Kauffman, 

Byrnes) created a linear strip using wells as fluid sources. Their design provided clean sequential delivery 

for three fluids (shown later). Here, we develop the circuit model that explains this behavior and 

describe the effects when non-ideal fluid sources are used. Figure 147 illustrates sequential delivery in a 

linear paper network (Pseudo-1DPN) with ideal and non-ideal fluid sources. 
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Figure 147: Network behavior of sequential delivery in a Pseudo-1DPN using ideal and non-ideal fluid 

sources. A) If ideal sources are used, the fluid front of the left fluid (blue) will remain stationary until the 

right source (red) is completely drained. Only then will the left source (blue) release its contents. B) A 

circuit model for sequential delivery in a Pseudo-1DPN that uses ideal fluid sources. C) A circuit model 

for sequential delivery in a Pseudo-1DPN that uses non-ideal fluid sources. Fluid will be released from 

both sources simultaneously, allowing a potential for leakage to occur (similar to the 2DPN device). 

 

For the initial stage of sequential delivery, the case of non-ideal fluid sources is described by: 

 

𝑄2 =  
𝑃𝑆1 − 𝑃𝑆2

𝑅𝑠
;    𝑄1 =

𝑃𝑝 − 𝑃𝑆1

𝑅(𝑡)
;   

𝑄2

𝑄1
=  

𝑅(𝑡)[𝑃𝑆1 − 𝑃𝑆2]

𝑅𝑠[𝑃𝑝 − 𝑃𝑆1]
 Equation 28 

 

From these equations, we see that initially, the flow rate of fluid from the left source is not necessarily 

zero, but a function of the pressure differential between the two sources (Figure 147C) and the spacer 

resistance (RS). Thus, the potential for leakage to occur will depend on the backpressure applied by the 

source material and how it changes as fluid is drained (see Figure 145). As with the 2DPN above, leakage 

caused by non-ideal fluid sources can be mitigated by increasing the spacing resistance (RS). 

For the case of ideal sources (PS1=PS2=0), the leakage flow is zero, by definition, since there is no 

pressure difference acting between the fluid sources (if we ignore the force of gravity acting on the fluid 

columns, both are at “ground”, Figure 147B). Thus, ideal sources are expected to give clean sequential 

delivery even for small spacing between fluid sources. Below, we explore the behavior of both cases in 

more complex 3-source devices. 

Sequential delivery in Pseudo-1DPNs with ideal fluid sources 

Figure 148 describes sequential delivery in a Pseudo-1DPN with ideal fluid sources. Figure 148A shows a 

mathematical simulation of a well-based device case using the previously defined circuit equations. The 

ideal sources provide perfect sequential delivery since there is no driving pressure for the leakage flow 

(as shown for the two-leg model in Figure 147B). 
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Figure 148: Model behavior and experiments for a Pseudo-1DPN with ideal fluid sources (wells, but in 

this case sitting above the nitrocellulose membrane). A) Schematic of the Pseudo-1DPN with ideal fluid 

sources, and model results showing sequential delivery of three fluids. Unlike the 2DPN, wells drain in a 

perfect sequence with no leakage flow. B) Experimental results for Pseudo-1DPN with ideal sources. 

Large diameter tubes (wells) serve as ideal sources – they apply a negligible backpressure compared to 

nitrocellulose capillary pressure (PS=0.13 kPa, PP=12 kPa); similarly, the height of fluid in the well is small, 

so pressure due to gravity is also negligible (P=0.065 kPa). After tubes were contacted with the strips, 

fluid from each source was delivered in a timed sequence through the strip. Images show the device a 

few seconds after contact (‘start’) and at the moments when each tube became depleted (yellow: 2.5 

min, red: 8 min, green: 12.5 min). Each well delivered 20 microliters (60 microliters total for three wells). 

 

Experiments confirm that clean sequential delivery can be achieved using a well-based Pseudo-1DPN. 

Time-lapse images of fluid delivery show that the fluid from one source of the device is released only 

after the previous source has been completely drained (Figure 148B). The position of the green and red 

fluid fronts and the levels of fluid in the wells did not significantly change until the fluid in the well to its 

right was completely drained. As a note, the discrepancy in the time scale of fluid delivery between our 

model predictions (~140 minutes) and our experimental results (~12.5 minutes) may be due to 

inaccurate membrane parameter values used in the model (e.g., permeability, void volume). 

Using well sources in our Pseudo-1DPN allows us to achieve ideal flow behavior – fluids are released 

sequentially (and with no leakage) over a time scale appropriate for a potential POC device. Also, the 

model suggests that a Pseudo-1DPN with ideal fluid sources should provide perfect sequential delivery 

even when fluid volumes are changed, without the need to alter design. By contrast, the 2DPN format 

must be redesigned to accommodate any volume changes. Further, the model suggests that fluid 

sources can be placed close together without impacting behavior; this reduces the total time for delivery 

since the device can be short. Incorporating these sources into a usable POC test, however, may be a 

challenge, since they require a user to fill them with the correct volume and they may not be suitable as 

a storage medium for dried assay reagents. 

 

Sequential delivery in Pseudo-1DPNs with non-ideal sources 
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Though glass fiber is a widely used source material in LFTs, the changing backpressure it applies on the 

nitrocellulose membrane during drainage has the potential to cause issues of premature flow and 

leakage in this Pseudo-1DPN. Figure 149 describes sequential delivery in a Pseudo-1DPN with non-ideal, 

glass fiber pad fluid sources (Figure 149A). Initial simulations involving three-step sequential delivery 

matched our expectation that premature flow will occur between the pads (Figure 149B). While fluid 

from the right-most pad (clear) was being released, fluid drained from all other sources. The left-most 

pad (red) released nearly all of its fluid (~90%) before the yellow pad was drained, demonstrating that 

this leakage flow may not be trivial. 

 

 
Figure 149: Model behavior and results for devices with imperfect sources (glass fiber pads). A) 

Schematic of a 3-source Pseudo-1DPN that uses glass fiber pads to deliver clear, yellow, and red fluids. 

B) A computational model of this scenario predicts that both the yellow and red fluids will be 

prematurely released. C) Time-lapse images of failed sequential delivery. High leakage flow (due to small 

spacer resistances (L=5 mm)) resulted in mixing and non-uniform fluid interfaces. D) A computational 

model was used to illustrate the effect of spacer resistance on failure and success. E) Time-lapse images 

of successful sequential delivery. Increased spacer resistances (L=15 mm) accommodate fluid leakage so 

that clean delivery is still achieved. No mixing occurs in the glass fiber pads and similar to the ideal 

Pseudo-1DPN case, there is a distinct interface between the different fluids. Each pad delivered 10 

microliters (30 microliters total for three wells). 
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Figure 149C shows time-lapse images of a failed device, with pads spaced 5 mm apart. Initial wet-out 

occurred soon after device activation. However, after wet-out, fluids from the yellow and red pads 

continued to migrate, reaching the next pad before it was completely drained. This caused unwanted 

mixing to occur in both the glass fiber pad (noticeably seen at t = 1 min) and the nitrocellulose 

membrane (exhibited by the long red fluid front seen at t = 6 min, marked by *). 

As was the case of the 2DPN, issues caused by this leakage flow can be avoided with appropriate device 

design. Figure 149D shows a computational model that predicts device behavior given a specific spacing 

distance/resistance. The times Tmig and Tdrain are used to determine device success. In the model, Tmig is 

the time it takes for fluid from one pad to migrate from the middle of the spacer region (where initial 

wet-out has terminated) to the left boundary of the subsequent pad. Tdrain corresponds to the time 

required for this ‘subsequent pad’ to release all of its fluid. A successful device will have non-negative 

Tmig – Tdrain values for all pairs of pads. For example, relating this to Figure 149A, Tmig (yellow) – Tdrain 

(clear) and Tmig (red) – Tdrain (yellow) must both be greater than or equal to zero for the device to be 

successful. The plot generated by our model is broken into three distinct regions: red (no clean delivery), 

yellow (clean delivery between the first and second pad), and green (clean delivery between all pads). 

As predicted by the circuit model, increasing spacer resistance decreases the flow ratio between sources 

and improves the likelihood of device success. 

Figure 149E shows time-lapse images of a Pseudo-1DPN predicted to achieve clean delivery (with a pad 

spacing distance of 15 mm). No obvious mixing of fluids occurred in either the pads or at the fluid 

boundaries. While the fluid front of the red fluid stopped somewhat beneath Pad 2, there still appeared 

to be a relatively clear distinction between the red and yellow fluids (marked by *). 

In previous work, we chose to use glass fiber pads as fluid sources (e.g., Figure 143) based on their use 

as dry reagent storage media in lateral flow tests, their ability to self-fill to a fixed volume by wicking 

(potentially eliminating the need for pipetting steps), and our observation that they release nearly all 

fluid into a nitrocellulose strip. However, here we found that changes in backpressure during release 

from glass fiber pads required compensation by increasing the spacer length between fluid sources (and 

thus increasing total device run time). In contrast, experiments with ideal fluid sources (wells, Figure 

148) showed that the Pseudo-1DPN can provide clean sequential delivery even with closely-spaced fluid 

sources. Our overall goal of a simple user interface (no pipetting), on-device reagent storage, and clean 

sequential delivery with short total run times is highly-dependent on proper selection of fluid source 

materials. The analysis here provides a framework to guide that selection. 

Conclusions 

The lateral flow test is an ingenious device that performs basic immunoassays in a rapid and easy-to-use 

format. Paper networks use the same set of materials but reconfigure them to automatically carry out 

timing for multi-step processes. The behavior of both devices depends on the connectivity of multiple 

materials and their wicking properties. Here, we explored basic principles of wicking in simple devices 

and paper networks through use of electrical circuit models. We identified key design principles in a 

previously-developed sequential delivery device (2DPN) and described an alternative linear paper 

network (Pseudo-1DPN) that can provide remarkably clean sequential delivery in a very simple device. 

We showed that materials used as fluid sources can affect both the rate of fluid delivery into a strip and 

the fraction of fluid volume released, and these fluid release properties are especially important for 
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programming sequential delivery in paper networks. The analysis provides a framework for more 

rational design and material selection for paper networks and other capillary-driven diagnostic devices. 
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Abstract 

This review focuses on recent work in the field of paper microfluidics that specifically addresses the goal 

of translating the multi-step processes that are characteristic of gold-standard laboratory tests to low-

resource point-of-care settings. A major challenge is to implement multi-step processes with the robust 

fluid control required to achieve the necessary sensitivity and specificity of a given application in a user-

friendly package that minimizes equipment. We review key work in the areas of fluidic controls for 

automation in paper-based devices, readout methods that minimize dedicated equipment, and power 

and heating methods that are compatible with low-resource point-of-care settings. We also highlight a 

focused set of recent applications and discuss future challenges. 

 

Introduction 

For accurate and reliable disease detection, many gold-standard diagnostic methods rely on multi-step 

sample preparation and analysis techniques that require expensive laboratory equipment and trained 

technicians. Thus, these tests are not appropriate for point-of-care (POC) use, especially in low-resource 

settings, and are not available to populations who need them most. Over the last two decades, research 

and development in the field of microfluidics has made advances in the miniaturization, automation, 

and cost-reduction of gold-standard laboratory-based sample processes, in order to make them 

appropriate for POC applications [1]. Traditionally POC diagnostic tests were designed as single-use 

chips [2] composed of plastics, PDMS, or silicon, that utilized the many advantages of microfluidics, 

including requiring only small sample and reagent volumes and having a rapid time to result. In recent 

years, there has been an explosion of interest in the use of porous materials in POC diagnostic devices. 

The George Whitesides group is responsible for generating much of this interest, starting with their 

demonstration in 2007 of patterned cellulose to simultaneously detect glucose and protein in urine 

samples [3] (much of their early work is reviewed in [4]). Since then, there have been many advances in 

the still growing subfield of “porous network microfluidics” or “paper microfluidics”. Specifically, we 
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define a “paper”1 or “porous” network as a device that exclusively uses capillary pressure to drive flow 

in the porous matrix of which it is composed, for the automatic pumping of fluid within the device. 

These networks are most often composed of the porous materials used in the conventional lateral flow 

industry: cellulose [5] and nitrocellulose [6]. These porous network devices share other attributes of the 

conventional lateral flow test (LFT); namely they are disposable, have a rapid time to result, are 

composed of inexpensive materials, and can be cost-effective to manufacture. 

In recent years there have been multiple reviews focused on work in paper microfluidics. Ballerini et al. 
reviewed the increased functionality and variety of paper-based materials for the development of POC 
diagnostics [7]. Li et al. have described the various fabrication techniques and some applications for 
paper-based technologies [8], while other reviews have focused specifically on paper-based device 
fabrication via ink-jet printing or toner transfer methods [9]. Nie et al. [10] and Maxwell et al. [11] 
separately described electrochemical sensing techniques in paper-based devices, while Liana et al. took 
a broader perspective focusing on recent advances in all paper-based sensing technologies and the need 
to increase device sensitivity [12]. There have also been recent reviews on the challenges of transferring 
traditional plastic-based electronics to paper-based formats [13], as well as the development of LFTs for 
the detection of contaminated food [14]. Shah et al. reviewed the development of an entire paper-
based analytical kit for biomarker and bacterial detection at the POC [15]. Kuo et al. described the 
emerging trend of hybrid devices that utilize the advantages of different substrates in one combined, 
effective device [16]. Most recently, Yetisen et al. have reviewed multiple areas in the field of paper 
microfluidics including device fabrication, device capabilities, detection techniques on paper, and 
quantitative handheld readout systems [17]. Although this is not a comprehensive list of porous 
membrane-based devices reviews, it is highly representative of the breadth of literature surrounding 
paper microfluidics and indicates the rapid growing interest in the field. 

                                                           
1
 The term “paper” is defined broadly here to include porous membranes such as nitrocellulose. 
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In this review, we focus on recent work in the field that specifically 
addresses the goal of translating the multi-step processes that are 
characteristic of gold-standard laboratory tests to low-resource POC 
settings. There are specific constraints that must be addressed when 
designing tests that are appropriate for use in these settings. For 
example, the often lengthy time to result of many laboratory-based 
diagnostic tests can be inappropriate in low-resource settings where 
requiring patients to make at least two visits before getting diagnosed 
may be impractical [18]. These tests need to be affordable, specific, 
sensitive, user-friendly, rapid and robust, equipment-free, and 
deliverable, or ASSURED [19]. Thus, a major challenge is to implement 
multi-step processes with the robust fluid control required to achieve the necessary sensitivity and 
specificity of a given application in a user-friendly package that minimizes equipment. We review key 
work in the areas of (i) fluidic controls for automation in paper-based devices, (ii) readout methods, and 
(iii) power and heating methods which are compatible with low-resource POC settings. Finally, we 
highlight a focused set of recent applications and discuss future challenges. 
 

Fluidic controls for automation in paper-based devices 
A major challenge in creating POC diagnostic tests that are appropriate for applications in low-resource 
settings is to achieve precise and robust automated fluidic control of the multiple fluid sources in an 
assay. As in conventional lateral flow assays, properties of the porous materials, including pore size, 
pore structure, and surface treatments, affect the delivery of reagents in an assay. These considerations 
have been discussed previously in the context of conventional lateral flow tests and will not be 
discussed here [20]. Recently, a number of tools have been developed to control fluid flow in porous 
network devices. These tools serve to replace the costly and often complicated valves and pump 
controls in conventional microfluidics. This section will discuss fluidic controls for automation in porous 
network devices including network topology, channel geometry for changing flow rates, on-switches or 
delays for flow, off-switches for flow, and spatial and temporal controls for manipulating rehydrated 
reagents.  
 
Network topology for the sequential delivery of multiple fluids. Networks with multiple inlets for each 
outlet have been developed to perform the automatic sequential delivery of multiple fluids to a 
detection region [21, 22]. Figure 1 shows a simple 3-inlet two-dimensional paper network (2DPN). Fluids 
are applied simultaneously to the inlets, staged in the main horizontal leg of the device, and then 
delivered sequentially to the detection region. The dimensions of the network can be used to 
accommodate different volumes of fluids and the number of inlets increased to accommodate a greater 
number of reagents. Fu et al. have used this format to sequentially deliver sample plus label, rinse, and 
amplification reagent to create an amplified immunoassay [23].  
More recently, Dharmaraja et al. demonstrated that sequential delivery can be achieved through the 
use of a Pseudo-1DPN [24]. This format consists of a linear strip composed of a porous material and 
multiple fluid-filled wells as sources. As in the case of the 2DPN above, the contents of the sources will 
be delivered sequentially to the detection region in order of distance from the detection region. The 
authors presented an electrical circuit model for explaining the sequential delivery of the multiple fluids 
in the strip as a balance of the capillary pressures and fluidic resistances in the system. An alternative 
source used in conventional LFTs that may be more appropriate than fluid filled wells for the lowest-
resource settings are porous pads. Pad sources could also be used to produce clean sequential delivery 
when the fluidic resistances between the pads were made sufficiently large by increasing the interpad 
spacing.  

Figure 1. Two-dimensional 
paper networks with 
multiple inlets per detection 
region for automated multi-
step sample processing. The 
sequential delivery of 
multiple fluid volumes has 
been pre-programmed into 
the configuration of the 
network [21]. 
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Channel geometry to control flow rates. A key method for 
controlling the flow rate in porous channels is to vary the geometry 
of the channel. Flow in one-dimensional lateral flow strips is well 
characterized. The one-dimensional transport of the fluid front in a 
porous matrix during wet-out is characterized by the Lucas-

Washburn equation, 



cos

4

2 Dt
L  , where L is the distance moved 

by the fluid front, t is time, D is the average pore diameter, γ is the 

and μ is viscosity [25-27] (for a review on the physics of paper see 
Alava and Niskanen [28]). Therefore, in a constant width strip, 

tL ~ , and the length of the strip can be used to control the 

interaction time between reagents in an assay. Additionally, the 
volumetric flow rate can be adjusted by varying the width of the 
strip [29]. In an extension to two-dimensional structures, Medina et 
al. investigated imbibition in triangular shapes of blotting paper and 
characterized the deviation from Washburn flow [30]. Recently, Fu 
et al. have described the use of simple two-dimensional geometries 
to control the flow rates of fluids and presented some basic design 
rules for transport in paper networks [29]. For example, in the case 
of an expansion in geometry, a transition to a greater width results 
in an increase in the transport time of the fluid front relative to that 
in a constant width strip. The complementary result for the case of 
a contraction, a transition to a smaller width, is that the transport 
time of the fluid front is decreased relative to that in a constant-
width strip. Thus, a simple control parameter for regulating the transport time of the fluid front is the 
downstream location of the expansion or contraction. In addition, the width of the expansion or 
contraction can be used to further adjust the transport time.  
In the case of “fully-wetted” flow, when the fluid front has reached a wicking pad, an aborbent pad 
used to wick additional fluid through the substrate, the velocity is approximately steady and is 

described by Darcy’s Law. In one dimension, Darcy’s Law [31] reduces to P
L

A
Q 







, where Q is 

A is the area of the channel 
 

of flow over the length L. An analogy to electrical circuits can be useful, where pressure difference is 
analogous to electrical potential difference, the volumetric flow rate is analogous to current, and 
the fluidic resistance depends on physical parameters of the system including geometric factors in 
the paper circuit. Extension to simple two-dimensional geometries is straightforward; fluidic 
resistances in series are summed, while fluidic resistances in parallel can be added in reciprocals. Fu 
et al., have presented a description of how one can predict and control flow rates for simple 
changes in geometry, such as those shown in Figure 2 [29]. A time series comparison of experimental 
and simulation results for flow in the strips of different geometries indicates good quantitative 
agreement [29]. Further, simple manipulation of inlet leg length and width were used to control the 
time of reagent delivery in a 2DPN [29]. 

 
Figure 2. Comparison of 
experimental (left) and 
model (right) results for fully-
wetted flow into a wicking 
pad shows good agreement 
in both the shapes and the 
locations of the bands. 
Reprinted with permission 
from [29].  
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Mendez et al. employed complex paper shaping 
to adjust the flow rate in their devices [32]. 
Specifically, they used fan-shapes located 
downstream of a rectangular strip, as shown in 
Figure 3, to achieve the quasi-stationary flow of 
conventional lateral flow strips that use cellulose 
wicking pads. Once fluid reaches the fan-shaped 
section, there is a sudden increase in the volume 
of available dry porous media, similar to the 
situation in a wicking pad, and the transport of 
the fluid front within the rectangular stem 
transitions from Lucas-Washburn to quasi-
stationary. A significant advantage of this method 
is potential simplification to device fabrication 
and manufacturing by requiring only a single 
material. Additionally, quasi-stationary flow can 
enable approximately constant reaction time within porous membrane-based assays. 
 
On-switches/delays to control the arrival time of fluids. Another key fluidic control is the ability to delay 
the downstream arrival of a given fluid for a specific amount of time. As described above, the use of 
network topology and channel geometry can be used to achieve 
sequential delivery, but for the case of larger reagent volumes, these 
methods can significantly increase the footprint of the device. Thus, 
alternative paper fluidic tools that act as an on-switch, or a timed fluid 
flow delay are critical. Several methods have been developed and will 
be discussed in this section. These include methods that do not 
require any user intervention, such as dissolvable barriers and 
hydrophobic surface treatments, as well as user-activated methods, 
including folding tabs and push buttons. 
One type of on-switch or delay for fluid flow uses dissolvable barriers. 
Lutz et al. have demonstrated that a dissolvable sugar barrier will 
produce a delay in the transport time of fluid relative to if the barrier 
were not present [34]. Both the extent of the sugar barrier and the 
concentration of the sugar solution used to form the barrier within the 
porous material were used to control the delay time. Delays from 
seconds to almost an hour were achieved with measured variability in arrival times between 9 and 19% 
[34]. One potential issue with this method is the effect of the barrier components on downstream 
processes. For example, low concentrations of sugar, e.g. trehalose, are used for the preservation of dry 
reagents and are generally compatible with common signal generation schemes for  

 
Figure 3. Velocity data from a complex shape 
used by Mendez et al. to adjust the flow rate in 
their nitrocellulose devices. Reprinted with 
permission from [32]. Copyright 2010 American 
Chemical Society. 

 
Figure 4. Plot demonstrates the 
ability to vary the delay time 
through the amount of wax 
deposited onto the substrate by Noh 
et al. Reprinted with permission 
from [33]. Copyright 2010 American 
Chemical Society. 
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 LFTs. However, the impact of higher concentrations of sugar, as employed by the barrier for longer 
delay times, on signal generation must be considered. Another potential issue for the use of higher 
sugar concentration barriers is the effect on sample and reagent fluid flow downstream of the barrier 
due to increased fluid viscosity. A second type of on-switch for flow is based on the use of hydrophobic 
and hydrophilic coatings to control the wetting properties of the substrate. Noh et al. [33] controlled 
flow rate by using a hydrophobic wax coating on the cellulose substrate to affect the wettability of the 
cellulose and reduce the flow rate in a wax-treated region. A wide range of delays were demonstrated, 
from 30 seconds to over an hour, with increasing time delays achieved by depositing increasing 
quantities of wax [33] as shown in Figure 4. The use of multiple wax-treated regions in series provided 
fine-level control of flow rate within a device. Chen et al. employed hydrophobic and hydrophilic 
coatings to develop a single-use fluidic diode [35]. In their diode design, a hydrophobic barrier separates 
two channels with surfactant deposited on only one side of the barrier. Thus, fluid flow can be switched 
on in the direction in which surfactant is rehydrated before reaching the hydrophobic barrier; the 
rehydrated surfactant enables the fluid to cross the previously hydrophobic barrier. No flow is allowed 
in the other direction unless triggered, as shown in Figure 5. As in the case of the dissolvable barriers, 
the effect of the released chemical, i.e. the bolus of 
surfactant, on downstream processes must be 
considered. A third method for creating a delay of 
fluid flow was demonstrated by Toley et al. [36]. They 
demonstrated delays of fluid flow in nitrocellulose 
channels by using a parallel piece of cellulose to wick 
fluid from the nitrocellulose channel. The delay time 
could be varied by manipulating the length and 
thickness of the cellulose piece. Delays up to 
approximately 18 minutes were demonstrated with 
coefficients of variation in delay times of less than 10% 
[36]. 
In addition to the automated methods for turning on 
fluid flows described above, simple and user-friendly 
methods of turning on flows based on a mechanical 
step have been developed. Fu et al.  have 
demonstrated a card format for simple device 
activation that is appropriate for use in POC  settings 
[23]. In this method, reagents are loaded onto source 
pads located on one side of a folding card, while the 
network is located on the opposite side of the folding card, as shown in Figure 6. Folding then creates 
contact between the source pads and network, initiating fluid flow from all sources into the network 
simultaneously. Reagents can be stored dry in the source pads, so the user only adds sample and water, 
further simplifying user operation. While this technique requires a mechanical step, it is not a time-
critical step. Use of the method does require careful design of the card such that folding produces a 
reproducible and reliable contact between the source pads and the network. 

 
Figure 5. Images showing the use of a diode valve 
to program timed release of the blue fluid by the 
green fluid from Chen et al. [35]. Reproduced with 
permission of the Royal Society of Chemistry. 
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Another type of mechanically activated valve has been demonstrated by Li et al. in a paper device [38]. 
A foldable paper tab-based switch was designed such that the fluidic channel upstream of a reaction site 

is discontinuous while the tab is folded. Once the tab 
is unfolded, fluid can then progress to the reaction 
site. In this manner, multiple valves can be employed 
to deliver multiple reagents in a desired sequence. 
Similarly, Martinez et al. designed user-activated 
single-use buttons in their three-dimensional 
microfluidic paper-based analytical devices (3D 
μPADs) [37]. The 3D μPADs were fabricated such that 
a gap exists between two adjacent layers of paper 
and fluid cannot wick between the paper layers 
without intervention. In order to connect the paper 
channels, mechanical force is applied by pressing the 
button with a stylus to bring the layers into contact. 
The authors demonstrated this valving method in the 
contexts of a user (i) initiating one or more assays 

from a panel of assays and (ii) running a fluidic de-multiplexer. Though simple in design, a disadvantage 
of mechanically activated valves when used for a time-critical operator step, is the possibility of 
significant errors that could produce downstream variability in signal generation.  
 
Off-switches for volume metering. A complementary fluidic 
control to the on-switch is a fluid flow off-switch. A critical 
use of an off-switch is to automatically meter multiple fluid 
volumes, enabling easy-to-use devices that do not require 
the user to make any precise measurements of fluid 
volumes. One automated method to control the shut-off of 
multiple flows independently is the use of inlet legs that are 
submerged by varying distances into a common well as 
demonstrated by Lutz et al. [39]. The level of the fluid in the 
well drops as fluid wicks into the paper inlets. Fluid shuts off 
from the inlets at different times, in order of shortest to 
longest submerged lengths as shown schematically in Figure 
7. Additional parameters that can be used to control the 
shut-off volume for an inlet include the geometry of the 
fluid well, the geometry and composition of an inlet leg, and 
the use of a regulator wick (as shown in Figure 7). This 
method has been characterized for reproducibility with 
coefficient of variation in shut-off times between 5 and 20% 
[39]. Automated sequential reagent delivery from a single 
user activation step has been demonstrated using this 
method in a simple 2DPN [39]. A disadvantage of this 
method is the requirement for the device to rest on a level 
surface in a particular orientation. An alternative method to 
turn off flow from multiple inlets independently, is the use of pads of varying fluid capacity that are pre-
filled to saturation [40]. Contact between the pads and inlets activates the multiple flows. Fu et al. have 
demonstrated that volume metering using source pads provides reproducible fluid release profiles, with 
coefficient of variation of less than 10% in the volumes delivered [23]. The properties of the pad, most 

 
Figure 6. Automated amplified two-
dimensional paper network assay developed 
by Fu et al. Reprinted with permission from 
[23]. Copyright 2012 American Chemical 
Society. 

 
Figure 7. Schematic of a volume 
metering method in which fluid flows 
shut off from the inlets in the order of 
shortest to longest submerged length 
(i.e. ID = immersion depth) by Lutz et al. 
[39]. Reproduced with permission of the 
Royal Society of Chemistry. 
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importantly the bed volume and the surface treatment, determine the release profile of fluid from the 
pad to the inlet. Further, the rate of fluid volume released into the paper network can be adjusted by 
varying the cross-sectional area of the inlet.  
 
Temporal and spatial control of rehydrated reagents. Complementary to the control of fluid transport 
using the tools described above is the ability to manipulate the spatial and temporal concentration 
profiles of rehydrated reagents within the porous channels. For example, Fridley et al. have 
demonstrated that the amount of reagent delivered in a pulse can be tuned by varying the amount of 
reagent printed in each spot and the number of spots arrayed across the channel [41]. Further, the 
duration of the reagent pulse can be adjusted by varying the amount of sugar patterned with the 
reagent. Patterning is a serial process, so the time for patterning reagents onto substrates must be 
factored into the time for device fabrication. However, a significant advantage of patterning directly 
onto the substrate is that a complete assay can be fabricated using a single material; this can translate 
to a reduced number of pieces that must be assembled to create the final device and lower 
manufacturing costs. 

We have examined a variety of tools for the control of fluid flow and reagent delivery in porous 
materials. These constitute a set of fluidic tools that can be used alone or in combination to create 
automated integrated paper microfluidic assays. Examples are included in the applications section 
below.  

 

Readout methods compatible with low-resource POC settings  
It is important that the users of POC diagnostic devices in low-resource settings are able to easily read 
and interpret assay results with minimal instrumentation. High performance tests often rely on methods 
that require expensive dedicated instrumentation for data acquisition, analysis, and interpretation. 
However, the added cost and requirement for maintenance then make these tests unsuitable for many 
POC settings [19]. LFTs are a longstanding example of a POC immunoassay that produces a visible signal 
that can be simply read by eye [20]. For example, the pregnancy dipstick is a well-known example of a 
LFT, which detects human chorionic gonadotropin (hCG). Current disadvantages of many commercially 
available instrument-free LFTs are that the signal is restricted to being qualitative and that sensitivity is 
too low to have clinical significance for a number of analytes of interest [42]. Introduction of a dedicated 
reader to enable more sensitive or quantitative readout of LFTs has been a successful approach for 
higher resource POC settings [20] (commercially available dedicated readers including smart-phone 
based readers have been reviewed by Yetisen et al. [17]). However, this approach leads to a greater cost 
of the final device and a requirement for maintenance that may not be appropriate for lower resource 
settings. Here we focus on several promising methods that have been developed to enable quantitative 
or higher-sensitivity readout that are easy to use, low cost, and have minimal dedicated 
instrumentation. These include methods for instrument-free semi-quantitative visual readout and 
adapters for use with non-dedicated smart phones for extended assay readout capabilities.   
 
Semi-quantitative visual readout. A non-instrumented approach has been developed to provide semi-
quantitative readout of LFTs called a ladder-bar assay [43-46]. The ladder-bar assay is based on the 
stepwise capture of analyte by immobilized antibody to produce a readout in which the number of 
colored lines is an indication of analyte concentration. Fung et al. adapted the ladder-bar method to 
demonstrate an enzyme-based assay for the quantification of hydrogen peroxide, the product of glucose 
and glucose oxidase [43], as shown in Figure 8. The assay response can be tuned through the 
manipulation of the number and spacing of capture stripes, the density of capture molecules, and the  
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velocity of fluid flow through the detection region. According to the Lucas-Washburn relationship, the 
fluid front velocity decreases with the distance traveled. Therefore, the time of interaction between 
analyte and surface-bound antibodies increases at each subsequent test line. This complication should 
be taken into consideration during the development of a ladder-bar assay. More recently, a similar 
readout strategy was demonstrated by Lewis et al [47], using a device to quantify the level of hydrogen 

peroxide in a sample. In this method, oxidative cleavage of a 
hydrophobic compound by hydrogen peroxide yields hydrophilic 
compounds, which modify the wettability of the channel and the 
rate at which the sample containing hydrogen peroxide wicks 
through the membrane. The number of colored radial bars, read at a 
specific time point, determine the sample concentration. Semi-
quantitative readout is achieved without instrumentation through 
this method; however, the requirement for readout at a specific 
time limits the user friendliness of the device and could lead to 
signal variation due to user error. 
 
Non-dedicated smart phone reader model for expanded assay 
readout capabilities. The non-dedicated smart phone reader model 

is promising for applications in low-resource POC settings that require an expanded assay readout, e.g. 
fully quantitative output, over what is possible with simple visible readout by the user. In recent years, 
multiple reports have testified that mobile phones hold the power to transform global health and 
diagnostic technologies [48, 49]. This is due to their ease of use and highly ubiquitous dissemination, 
with recent estimates of at least 5 billion devices worldwide [50]. Camera-equipped mobile phones have 
permeated throughout even the least developed countries. They are lightweight, portable, increasingly 
affordable, and can provide high resolution images (≥2 megapixels) [51].  
Martinez et al. first outlined a process for the quantification of diagnostic assays by remote analysis of 
image data taken by a mobile phone camera [51]. In their demonstration, the camera on a mobile 
phone was used to image the colorimetric results of a biplexed glucose and protein assay. The image 
was then sent to a remote computer through a wireless communication system, and there the image 
was processed to output analyte concentration. In their use scenario, the quantitative results could then 
be reported back to the user’s mobile phone along with 
a prescribed treatment. A complementary approach to 
extract quantitative kinetic data using smart phones 
was presented by Stevens and Yager [52]. They 
demonstrated that the rate of intensity generation 
extracted from smart phone-acquired image data could 
be correlated with the concentration of the target 
analyte in a flow-through membrane-based 
immunoassay. Potential advantages they cite are a 
shorter time to result and a larger dynamic range 
compared to end-point measurements. In an extension 
of this work, Dell et al. demonstrated the ability to 
process the kinetic data in real time using an Android 
mobile phone [53].  
Further utilizing the ubiquity of camera-equipped 
mobile phones, the Ozcan lab has developed adapters 
that physically attach to the mobile phone for use in 
multiple contexts. Zhu et al. have demonstrated wide-

 

Figure 8. Ladder-bar readout for 
a glucose assay demonstrated 
by Fung et al. [43]. A sample 
consisting of 0, 1, 5, 25, 50, 100, 

to the strip, from left to right, 
respectively. 

 
Figure 9. Adapter that interfaces with an Android 
phone to perform imaging and analysis of 
commercially-available LFTs in reflection and 
transmission mode by Mudanyali et al. [55].  
Reproduced with permission of the Royal Society of 
Chemistry. 
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field fluorescent and darkfield imaging using an adapter composed of compact, light-weight, and cost-
effective optical components, including a simple lens, a plastic color filter, LEDs, and a battery [54]. A 
spatial resolution of 10 μm was achieved with a field of view of 81 mm2, allowing for the possibility of a 
high level of multiplexing [54]. Considering the high-sensitivity of fluorescence detection, this approach 
is especially promising for applications that require a very low limit of detection. More recently, 
Mudanyali et al. extended this work to perform imaging and analysis of commercially-available LFTs in 
reflection and transmission mode using the smart phone plus adapter system shown in Figure 9. In this 
demonstration, raw images were acquired and digitally processed by an application on the smart phone, 
increasing robustness of the results, especially at lower concentrations that approached the limit of 
detection [55]. As a further extension of this work, a personalized food allergen test was demonstrated 
[56]. Compared to visual inspection, the optical readout was rapid (image was processed within 1 s) and 
allowed for a more sensitive quantitative result (between 1 and 25 ppm). The smart phone plus adapter 
approach is promising, directly addressing issues such as variability of ambient lighting conditions and 
variability of user positioning of the smart phone.  
 
Power and heating compatible with low-resource POC settings 
Many laboratory-based assays utilize mains electricity for operation. For example, power is required to 
generate the excitation source for fluorescence-based assays. Examples of the requirement for heating 
are in high-sensitivity nucleic acid amplification reactions or in cell lysis protocols. However, the 
requirement for mains electricity is not compatible with low-resource POC settings in which electricity is 
either unreliable or unavailable. Recently, several groups have developed novel techniques to deliver 
consistent power or heat to assays without this requirement.  
 
Fluidic batteries. Various groups have developed fluidic or paper-based batteries in order to avoid the 
expense and hazardous waste associated with traditional lithium ion batteries. These fluidic batteries 
can be powered by electrochemical reactions and are fully disposable. Hilder et al. have characterized 
the open-circuit voltage and discharge current – up to 1.2 V and 500 µA, respectively – of screen-
printing zinc/carbon-PEDOT/air batteries on various paper substrates [58]. Liu et al. further developed 
this method by integrating a paper-battery into an electrochemical sensing platform [57] as shown in 
Figure 10. Their integrated battery powered an 
electrochemical reaction and detection system to 
detect glucose and hydrogen peroxide in artificial 
urine samples. Thom et al. designed a paper-battery 
capable of powering a UV LED and demonstrated it 
in an on-paper fluorescence assay [59]. Their assay 
detected β-D-galactosidase in a sample in less than 
20 minutes. Further, Zheng et al. reviewed 
conductive papers and energy storage mechanisms 
for paper-based devices [60]. 
 
Smart phones as a power source. To date, the 
majority of smart phone-based technologies have been used for sensing and detection techniques [61, 
62] rather than for powering diagnostic devices. The one major exception has been MobiSante’s FDA 
approved ultrasound imaging system that is powered by a dedicated smart phone-based reader [63]. 
Smart phones have the capability to provide reliable power directly at the POC. For example, the iPhone 
can output 3.3 V using commercially available pinout connectors such as the PodSocket Breakout from 
Spark Fun Electronics (Boulder, CO https://www.sparkfun.com/). This inexpensive ($15 retail), reusable 
device plugs directly into the charging port of an iPhone and can easily create a POC power source. 

 
Figure 10.  Paper battery for the detection of 
glucose and hydrogen peroxide in artificial 
urine samples developed by Liu et al. 
Reprinted with permission from [57]. 
Copyright 2012 American Chemical Society. 

https://www.sparkfun.com/
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Using a similar adaptor, the Yager group has designed a lysis system powered only by a mobile 
electronic device [64]. 
 
Heaters. To provide consistent heat to a system, there are two well-developed options suitable for low-
resource POC settings. The first is an inexpensive, single-use, flexible thin film heater, shown in Figure 

11, which has been demonstrated to heat disposable plastic cassettes for 
nucleic acid amplification reactions for up to one hour with minimal power 
requirements [65]. As an example, a temperature of 40°C requires only 0.15 W 
of power (~ 0.82 V from a thin film heater, Minco Products, Inc.). This voltage 
could easily be supplied with a mobile phone or fluidic battery as described 
above. 
The second option eliminates the need 
for any electrical power by utilizing 
heat supplied by an exothermic 
chemical reaction. LaBarre et al. have 
described the use of exothermic 
chemical reactions activated by the 
addition of aqueous buffer as the heat 
generating mechanism for a POC 
device, achieving constant 
temperature profiles at 38°C, 55°C, 
and 63°C (+/- 1°C). Critical to achieving 

a robust and stable heating system is coupling the heat 
generating reaction to a phase-change material, as shown in 
Figure 12. They demonstrated the use of their heating 
mechanism to power a nucleic acid isothermal amplification 
reaction (Loop mediated isothermal amplification) in a tube. 
This reaction ran at 63 +/- 1°C for 38 minutes with detectable 
signal down to 1 genome copy per microliter [66]. 
 

Selected applications for low-resource POC settings 
Using many of the above-described tools, multiple groups 
have developed paper-based devices for low-resource POC 
applications. Devices have been developed to perform sample 
preparation, nucleic acid amplification, and assays with 
extended capabilities such as signal amplification, in a package 
suitable for use at the POC.  
 
Sample preparation. One of the most challenging aspects of 
device development for the POC is sample preparation. 
Multiple groups have developed methods to selectively purify 
targets of interest utilizing only paper-based systems. Vella et 
al. used paper networks to separate blood plasma from 
erythrocytes and coupled this process to semi-quantitative, 
colorimetric detection for two enzymatic markers of liver 
function, as shown schematically in Figure 13 [67]. 
Govindarajan et al. demonstrated the extraction of bacterial 
DNA using multiple folding steps in a paper origami device [68]. This device utilized dried lysis buffer 

 
Figure 11. Thin film 
heater used to power 
nucleic acid 
amplification 
reactions for up to 
one hour.  Reprinted  
with kind permission 
from Springer Science 
+ Business Media: 
[65]. 

 
Figure 12. Temperature vs. time 
of multiple runs (N=10) 
measured at the exothermic 
reaction (red), interface with the 
phase change material (green), 
and at the nucleic acid 
amplification reaction (blue) 
[66]. 

 
Figure 13. Paper-based sample 
preparation device used to 
separate plasma from whole 
blood and detect enzymatic 
markers of liver function.   
Reprinted with permission from 
[67].   Copyright 2012 American 
Chemical Society. 

valves’ positions (Fig. 4). Although in our experiments, the

heater was powered with a DC power supply (Model 1611,

B&K Precision Corporation, CA), it could bepowered with

a battery. When the thermo-responsive PDMS disks were

heated to over 80°C, they expanded and closed the valves.

Although the heaters can be readily patterned on the cas-

sette, it is anticipated that, for economic reasons, it would

be preferred to have the heaters part of a reusable reader/

analyzer rather than part of the disposable cassette.

Once both the upstream and downstream valves were

closed, the LAMP chamber’s temperature was raised to

63°C for 1 h. Theheat was supplied with a thin film heater,

similar to the one used to actuate the valves, positioned

beneath the LAMP chamber (Fig. 4). In the experiments

reported here, the chamber’s temperature was controlled in

an open loop mode. To calibrate the device, we constructed

a mock cassette, filled the LAMP chamber with water, and

inserted into the chamber a type-K thermocouple (Omega

Engr., Stamford, CT, USA). Each wire was 75 l m in

diameter and the junction diameter was * 170 l m. The

thermocouple reading was monitored with a HH506RA

multilogger thermometer (Omega Engr., Stamford, CT,

USA).

The intensity of the fluorescence signal emitted by the

LAMP chamber was measured with the portable ESE

optical detector. The detector was interfaced with a

computer through a USB interface, and the graph of the

fluorescence intensity as a function of time was dis-

played on the computer screen. In addition, images of the

fluorescence of the LAMP chamber before and after

the amplification process were obtained with an Olympus

IX-71 inverted fluorescence microscope (Olympus America

Inc., Melville, NY).

4 Results and discussion

4.1 Characterization of the thin film heating system

Figure 5 depicts the steady-state reactor’s temperature as a

function of the heater’s power input. In the temperature

range between 23°C and 95°C, the temperature depended

nearly linearly on the heater’s power input. In the labora-

tory (room temperature of * 23°C), when power of 0.32 W

(1.75 V) was applied to the heater, the reactor’s tempera-

ture was maintained at 63°C ± 0.2°C for the entire

Fig. 3 LAMP-based system with real-time detection. The system

consists of a single use, disposable LAMP cassette, a portable ESE

detector (see also inset), and two thin film heaters

Fig. 4 A photograph of the LAMP cassette with the two thin film

heaters. The left and right heaters actuate, respectively, the LAMP

reaction chamber and the two valves

Fig. 5 The LAMP chamber’s temperature as a function of the

heater’s power consumption

Microfluid Nanofluid (2011) 11:209–220 213

123

solid to liquid transition iscomplete (provided heat transfer within

the EPCM is rapid). Once the CaO reaction has reached

equilibrium, the energy stored as latent heat keeps the two-phase

EPCM at the target temperature until complete solidification.

In our optimization work we observed that the purity of the

CaO need not be high, although it should be consistent to yield

consistent heat profiles (data not shown). The ability to use less

pure CaO is important for minimizing the cost per amplification,

addressing the ‘‘affordable’’ aspect of the ASSURED guidelines.

Other key physicochemical parameters of raw CaO (particle size,

particle porosity, presence of unoxidized calcium carbonate ‘‘grit’’,

etc.) that result from variation in kiln calcination of limestone[29]

(the industrial manufacturing process) also must be kept consistent

for consistent heat profiles. However, we were able to produce

precise heat profiles in our prototypes with commodity grades of

CaO. This makes the only disposable materials (CaO, water, and

PCR tubes) in the device very inexpensive. The reaction of CaO

and water can be tuned somewhat to control the steepness of the

temperature ramp and the maximum temperature for a given

reaction chamber, although flexibility and precision is greatly

improved by including the EPCM.

The EPCM used here is tunable for many of its important

characteristics (melting temperature range, specific heat capacity,

thermal conductivity, etc.) making thisdevice a flexible incubation

platform potentially applicable to a number of isothermal

amplification techniques. When evaluated by differential scanning

calorimetry, theEPCM meltsover a range of temperaturesaround

the target (6 2uC), and displays some hysteresis in the phase

change, presumably due to polydispersity in polymer chain length

and supercooling of the EPCM (personal communication from

Renewable Alternatives). It is unclear at this time how this

behavior contributes to variation seen in the results of the LAMP

assay; however, the manufacturer of the EPCM is confident that

further development of theEPCM for thisapplication will mitigate
thisbehavior. The EPCM isa fully hydrogenated fat product, so it

is resistant to environmental oxidation and should be very stable.
While the EPCM isnot currently asreadily available asCaO, and

isnot a commodity product like CaO, similar materials have been

used in consumer products in the US. These EPCMs are made
mainly from bio-based fats — namely beef tallow, palm oil,
coconut oil and soybean oil — so local, low-cost production of the

EPCM in the developing world should be feasible.

Portable energy for heat production could, of course, be
supplied with conventional batteries, so a comparison seems

appropriate. A cost analysis indicates that on a per calorie per test
basis, using CaO as a thermal battery is several times less

expensive than mass-produced, disposable, dry-cell batteries. Costs
are scaled by the projected number of analytical runspossible and
include both energy source and control hardware. CaO

disposables are single use, while dry cells are expected to last five
runs based on their energy density (four D-cells would be

required). Two grades of CaO (reagent grade and soap grade),

with an EPCM are compared to three possible dry-cell
implementations (with an EPCM, with microprocessor closed-

loop control, with thermostat closed-loop control). With a
projected cost per run of US$0.56, the soap-grade CaO/ EPCM

combination isclearly the least-expensive alternative (compared to
$1.40, $1.17, $1.21, and $1.16 for reagent-grade CaO/ EPCM, D-

cell/ EPCM, D-cell/ microprocessor, and D-cell/ thermostat, re-

spectively.) Costs were estimated from MSRP. Increased value
of CaO over the alternatives could be realized at increased

production volumes. Any special disposal or recycling required
does not seem any more onerous than what is required for

common batteries.

The data shown here were not gathered under any stringent

external environmental control; therefore, given that testing was

performed in an air-conditioned laboratory, it is likely that the
system was not challenged in the same way as it would be at its

intended point of use. The wide external temperature ranges
found in LRS could significantly change the ramp time and/ or
duration at the desired temperature of the heater, possibly

significantly, but the characteristics of the EPCM will ensure that
the desired temperature isheld for some period of time, regardless

– without calibration to the ambient conditions or closed-loop control. First
principles of heat transfer dictate that the effects of ambient on

ramp time and/ or duration should be greatest when the desired
temperature is furthest from ambient. Thus, the problem should

be appropriately non-dimensionalized to identify states of

similitude. We plan to explore these phenomena and to evaluate
their effects once we have improved our understanding of the

intrinsic variation in the assay chemistry sufficiently to evaluate
those effects. This evaluation will include trials under actual field

conditions.

LAMP Assay Demonstration and Comparison to a

Reference Heater
Representative images of the qualitative results (Figure 2) shows

1) the NINA heater is capable of supporting LAMP, 2) that

samples incubated in the NINA heater give results that are
virtually identical to those incubated in parallel in the GeneAmpH

9600. For both incubators the turbidimetric readout method

(Figure 2A) is difficult to interpret, but turbidity due to
accumulating LAMP product is observed (relative to the no-

template control, or NTC). The fluorescence of the Calcein
reagent when illuminated with a UV lamp (Figure 2B) is more

easily seen as an increase in intensity (relative to NTC) for the
dilutions that are . 1 pg/ mL. Note that there is some background

Figure 1. Temperature monitoring of the prototype designed
for , 656C LAMP assays. Note the repeatability of results at three
different locations over 10 replicate runs. (---) = target temperature
(63uC). Red = Temperature of the CaO, Green = Temperature at the
CaO/EPCM interface, Blue = Temperature of the amplification reaction.
Sampling frequency = 1 Hz.
doi:10.1371/journal.pone.0019738.g001
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that was rehydrated upon assay activation. Cheng et al. developed a paper-based ELISA assay to detect 
the HIV-1 envelope antigen gp41 [69]. This assay significantly reduced the overall assay time from 
multiple hours using a traditional well-based ELISA to only 1 hour in the paper format. Further, the 
paper-based assay required a reduced sample volume of 0.5 µL and used a simple-to-read colorimetric 
detection system. Osborn et al. demonstrated multiple mechanisms for paper-based dilution, mixing, 
and sample separation based on the diffusion of particles through nitrocellulose membranes [70]. 
Another extremely important sample preparation function for improved limits of detection that is often 
challenging to perform at the POC, is sample concentration. Golden et al. have described the 
simultaneous purification and concentration of diagnostic biomarkers using poly(N-isopropylacrylamide) 
(pNIPAAm), a stimuli-responsive polymer, attached via RAFT polymerization onto a porous membrane in 
a flow-through microfluidic system [71].  
 
Assays with extended capabilities. There is a need for assays with improved limits of detection in a 
package suitable for use at the POC. One approach that has been recently demonstrated uses signal 
amplification to achieve the higher sensitivity characteristic of laboratory-based ELISA. Fu et al. have 
developed 2DPNs to incorporate multi-step processes for improved assay sensitivity compared to a 
standard LFT for hCG detection [73]. In an extension of this work, they developed an automated signal 
amplified 2DPN for the detection of the malaria protein PfHRP2 [23]. The assay achieved a 4-fold 
improvement in the limit of detection compared to the assay without the signal amplification step. 
Fridley et al. further extended this work by patterning reagents directly onto the nitrocellulose network 
in a similar malaria protein assay [41]. Implementation of alternate signal amplification methods using 
these formats has the potential to produce even greater increases in sensitivity.  
 
Nucleic acid amplification. Another approach to achieve high sensitivity detection is nucleic acid 
amplification. Until recently, very little work has 
addressed the ability to amplify nucleic acids within a 
porous material. Rohrman et al. were the first to 
publish results demonstrating nucleic acid sequence 
based amplification (Recombinase polymerase 
amplification) in glass fiber at 10 copy sensitivity using 
LF detection [74]. More recently, they demonstrated 
coupled in-tube amplification with quantitative gold 
nanoparticle detection systems in a lateral flow format 
as shown schematically in Figure 14. Their results 
show distinguishable viral loads over the significant clinical range for HIV-1 infection [72]. These 
promising demonstrations of nucleic acid amplification in a porous material, coupled with the advances 
described above in equipment-free heating, have the potential to bring high sensitivity nucleic acid 
amplification assays to low-resource settings.  
 
Field testing for water, food, and drug safety. A set of emerging paper-based demonstrations has 
focused on the testing of water, food, and drug safety in the field. Shi et al. developed filter paper strips 
combined with screen-printed carbon electrodes to detect lead and cadmium in water supplies. These 
POC devices utilized a direct electrochemical detection method and were able to detect down to 2.0 and 
2.3 ppb of Pb(II) and Cd(II) in water samples, respectively [75]. Zou et al. developed a simple LFA for 
biomonitoring of organophosphorus pesticides. They were able to detect down to 1.0 ng/mL of 3,5,6-
trichloropyridinol (TCP), a common concern for in-field POC biomarker testing for humans exposed to 
pesticides [76]. They utilized quantum dots as the label, which provided quantitative analyte 
measurements, high sensitivity, resistance to photobleaching, and the potential for multiplexing.  

 
Figure 14. A lateral flow assay for the 
detection of HIV-1 RNA using NASBA in glass 
fiber membranes [72]. 
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Bajema et al. have developed a rapid paper-based card to test for 
counterfeit drugs such as Panadol [77] (a  
tradename for acetaminophen), Figure 15. Their system tests for 
multiple drug components including common additives, the presence 
or absence of active ingredients, and the proper dosing of active 
ingredients. This system was able to identify 95% of the counterfeit 
drug samples from the 460 tested. Though not directly in the field of 
POC diagnostics development, promising advances in closely related 
areas including field testing for water, food, and drug safety are 
relevant and may be utilized for diagnostic devices.  
 
Future Challenges 
Moving forward, a main challenge to the creation of paper-based 
diagnostic devices for use at the POC is integration to create stand-
alone sample-in to result-out devices. As discussed earlier in this article, 
there has been much activity and progress to date on creating tools for 
flow control, power and heating methods compatible with low-
resource settings, extended readout capabilities with minimal 
instrumentation, and discrete modules for specific analytical processes. A fully integrated device will 
include all processes that are required to achieve the performance specifications of the intended 
application: sample transfer, sample preparation, capture and labeling of the target analyte, detection, 
and transmission of results. The integration issues relevant to the creation of paper-based diagnostic 
devices are analogous to the issues in conventional microfluidics-based diagnostics development. 
Successful device integration can be achieved by a two-part approach composed of (i) a system-level 
view of the whole device and (ii) individual module development [78]. This approach enables balancing 
issues of connectivity of the modules and the cost and ease of overall device manufacturing, with 
potential trade-offs in the performance of the integrated modules, compared to the optimized 
individual modules; all with the goal of meeting the performance specifications of the intended 
application and the design constraints of the intended setting. 
For example, issues relevant to device integration need to be considered when making a choice of final 
device material(s). The best performance for the individual modules may be produced when utilizing 
different substrates in each module. This is because the individual modules may have different 
functional requirements that translate to a need for different material characteristics for properties 
such as flow rate, compatibility with specific surface treatments, and propensity for surface adsorption. 
However, choosing to include multiple materials in the final integrated device requires that the chosen 
materials be compatible on several levels. First, the material used in a downstream module must be 
compatible with the upstream processes (e.g., resistant to a solvent used in an upstream process that 
then flows downstream). Second, the materials need to be compatible with respect to the creation of 
robust fluidic connections between materials/modules. And third, the disparate materials must be 
compatible in terms of the existence of a straightforward fabrication process that has the potential to be 
scaled up. Additionally, the added cost to device manufacturing when using disparate materials should 
be considered and determined to be reasonable for the intended application, if the device is to have a 
chance at translation to a commercial product [79]. Down-selection to one material may result in a 
decrease in performance in one or more modules, but this may be acceptable, if performance 
specifications for the intended application are still met. Thus, there are multiple trade-offs involved in 
the final material(s) choice. A thorough understanding of the cost constraints and performance 
requirements of the end-use application will be needed to optimally balance the issues involved in 
creating a fully integrated device.  

 
Figure 15. A paper-based 
device to detect counterfeit 
Panadol. Lines 1-7 test for 
important active ingredients 
and fillers, while line 8 is 
used for semi-quantitative 
analysis. Reprinted with kind 
permission from Springer 
Science + Business Media: 
[77]. 
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A second main challenge is to fulfill the promise of non-dedicated mobile device use in a POC diagnostic 
system. Recently there has been much discussion of the expanded use of mobile devices in POC 
diagnostics; multiple potential functions include (i) directing test operation, (ii) analyzing test results, (iii) 
interpreting test results, and (iv) transmitting test results to a healthcare provider and instructions back 
to the patient. A critical requirement for realizing the full potential of mobile device use in POC 
diagnostics is infrastructure to interface with the existing healthcare system. For example, protocols for 
the mode of patient interaction with the healthcare provider need to be developed. Specifically, 
protocols for the use of synchronous (i.e. real-time) or asynchronous (e.g. text messages) 
communications, procedures for prioritization of these communications based on the nature of patient 
test results, and mechanisms for ensuring appropriately timely communications between the patient 
and healthcare provider after the transmission of test results must be developed, tested, and 
implemented. A further requirement will be to gain acceptance of these within existing medical practice. 
Future development of POC diagnostics to be compatible with non-dedicated smart phones will require 
that additional technological and regulatory issues be addressed. For example, given the numerous 
mobile devices available to the consumer, defining the subset of smart phones that adhere to a 
common standard, for use with a given diagnostic test, will be required. A significant issue for the non-
dedicated smart phone model is to implement a mechanism for keeping abreast of smart phone 
manufacturer updates to relevant phone models for retesting of compatibility with the diagnostic test. 
Issues associated with secure transmission of patient information [80] will also have to be addressed by 
the diagnostic device companies. 

 
Summary 
The overall challenge in point-of-care diagnostics development continues to be to create high-
performance assays that are appropriate for the various settings relevant for global health applications. 
For the lowest-resource settings, the requirements for high performance with a rapid, instrument-free, 
easy to use, and very low cost device brings specific design and implementation challenges. Paper-based 
microfluidics is especially well suited to addressing these challenges. The development of precise and 
robust fluidic controls coupled with advances to develop electrical power-free methods and readout 
with minimal instrumentation underlie the great potential for creating sophisticated assays that are 
appropriate for low-resource settings.  
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